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Foreword

ith the Digital Transformation (DT), the era of trotting from one
Wplace to another for services, processes, business decisions, knowledge

access have become a story of the past. Virtual world has conquered
the world of knowledge and information so much so that by the click of a button
a gateway of wider avenues gets opened like a wonder world. DTI in all sectors
across the world has taken over the process of accumulation, transactions, decision
making, marketing and dissemination of knowledge with ease and accuracy.
Today, DT is no more a concept in incubating stage, but a reality with cutting edge

precision. Digitization and the digital transformation have taken proactive steps to
transform economy into digital domain bringing revolution into business decisions,
policy making and become iconic in accelerating the on-going global processes of change in society.

Digital transformation can involve many different technologies but the hottest topics right now are the
Internet of Things, cloud computing, big data, and artificial intelligence. Digitization — going paperless -- can
save money, boost productivity, save space, make documentation and information sharing easier, keep personal
information more secure, and also help environment.

ICDL 2019: Digital Transformation for an Agile Environment, the Sixth in the series conducted in every
3-years, is about revolutionizing internal operations and functions of organizations and institutions in addressing
the needs of their various stakeholders by embracing new trends and technologies in a sustainable way. An agile
approach shall roll-out new initiatives across the organization to strengthen coordination between all stakeholders
to adapt and deliver key product and service innovations in a rapidly developing digital world.

The success stories of ICDL conferences in provide knowledge access, innovative content, developing
partnerships and creating learning opportunities for participants speaks of the enthusiasm generated in the
knowledge dissemination arenas across the globe. Here scholars speak, share and carry home ideas values and
technological updates and continue enriching the vast repository of bits and dots of great thoughts, facts and
figures. I am sure that your participation would add value to the event and surely would be fruitful to your future

endeavours.

Mr Nitin Desai
Chairman, TERI
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Message from Director General

CDL 2019 conference is being organized this year on the broader theme on Digital
ITransformation for an Agile Environment. It has envisaged holding discussions on cross-cutting
areas in sustainability, access to information and digital transformation in various sectors.

In September 2015, the UN Sustainable Development Summit adopted the 2030 agenda which is
the key document guiding international efforts for sustainable development until 2030 through 17
goals in key areas such as poverty, water, energy, education, gender equality, economy, biodiversity,
climate action, and many more. While the targets set by the UN for different countries are far from
achieved, major improvements have been seen in SDG achievements using digital disruption and in-
novative technology adoption. In recent years rapid developments in the fields of internet of things,
big data, robotics, block chain technology, sensors, artificial intelligence, augmented reality, 3D

printing etc have noticeably changed the processes of manufacturing industry. Digitization is funda-

mentally transforming the way goods are developed, produced and consumed, and galvanize the de-
velopment of new business models, services, and behaviours. However, its potential can be realized
only in the presence of “digital inclusion” of stakeholders. Skill development in these areas and sectors are gaining prime importance.

Under this perspective, one part of the ICDL 2019 conference is addressing an important issue of need to develop new business
models and innovative products to leverage digital transformation to realize the SDG targets through smart industrial growth and
intelligent business processes in water, agriculture and smart industrial sectors.

Besides, ICDL 2019 will also focus on the recent digital technology trends and developments in data and information access,
collaborative learning and knowledge research. As the demand for anytime, anywhere access to information grows, technology is
disrupting all areas of global enterprise in organizations, industries and academia. Organizations are increasingly capitalizing enormous
opportunities of digital transformation more than ever through increased use of digitization, knowledge management, data analytics
and connected devices.

In recent years, most important developments in modern information societies are data-driven research, use of social media for
collaborative research and learning and use of mobile technologies for knowledge access. The explosion of Social Media in the form
of user-generated content on blogs, twitter, discussion forums, product reviews, and multimedia sharing sites presents many new
opportunities and challenges to both producers and consumers of information. Further to this, enterprise knowledge access using social
collaboration models have changed the organization decision making and social collaboration pattern substantially. The Government
intervention in these areas is phenomenal through it’s Digital India and Make in India programmes to manage societal knowledge.

TERI being a research institute working for sustainable tomorrow, understand the value of digital transformation (DT) towards
achieving SDG targets and also believes in collaborative learning through innovative research. Under the present era of transition in
knowledge, technology disruption in business, the theme of the event is topical and I hope would generate huge knowledge base, which
will then be shared among the stakeholders for achieving key benefits. With this understanding, TERI in collaboration with a number of
Government, Multilateral and Private bodies, is organizing the International Conference on Digital Landscape (ICDL) 2019 to prepare
us for new challenges and opportunities. I hope that the event will create a collaborative platform and initiate discussions to build new
partnerships, so that knowledge can be used for collaborative learning to handle future challenges.

_,-""-’--_F

Dr Ajay Mathur
Chair, ICDL 2019
Director General, TERI
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Preface

igital transformation is about revolutionising the way organisation and institutions are
continuously changing internal operations and activities, addressing need of various
stakeholders, and embracing new trends and technologies. Whereas an agile approach is
to roll out new initiatives across the organisation, which will ensure all team members to quickly
adapt and deliver key product and service innovations and survive in a rapidly developing digital
world. It has been estimated that by 2030, India will have 50% share of digital economy in GDP.
So there is a dire need to grow a digitally fluent workforce, with capabilities and competencies to
use, understand and adapt digital technologies; working collaboratively, solving problems and
improving services. By sharing digital skills, and learning from professional colleagues, we need to
take collective responsibility for digital evolution. The digital ecology is to create digital inclusion
for people across various domain to lead digital initiatives and digital technologies evolution. The
broader goal of Digital Transformation outlines four major objectives:
o To increase opportunities to share innovative practices and concepts across the profession,
nationally and internationally.
o To increase recognition of and support for experimentation with innovative and
transformational ideas.
o To assist and make use of new and emerging technologies by promoting and supporting
technological experimentation and innovation.
o To increase leadership development and training opportunities designed to support the on-going
transformation of organisation and institutions.
Digital transformation is a continuously changing process that represents a fundamental
change in how organizations should operate in a digital world. It modernizes an organization or

community with digital technology at its core — one that uses the power of today’s technologies to

create new forms of organisations/communities value chain for the future.

Today, ICDL is a global acronym and also one of the flagship events organized in every three
years’ interval by The Energy and Resources Institute (TERI). It has become one of the premier international platforms to facilitate
the exchange of knowledge on all dimensions of digital libraries. The entire ICDL was started in 2004, but today in the sixth edition
of this conference and research it has evinced a paradigm shift from Digital Libraries to Digital Landscape. This shift is due to
continuous penetration and emergence of Digital Technologies to transform the 17 Sustainable Development Goals identified by
United Nations. The ICDL 2019 with the theme “Digital Transformation for an Agile Environment”, which will not only create
a roadmap to guide us through what will come next, but also help us prepare ourselves for new challenges and opportunities. The
event will address emerging trends and issues that accelerate Digital Transformation in institutions across countries to address
SDGs. ICDL 2019 has identified industry — particularly manufacturing and business processes - as one of the key areas where digital
transformation is undergoing a paradigm shift, called Industry 4.0. In order to achieve Sustainable Development Goals (SDGs),
digital disruptions, application of analytics, artificial intelligence and IoT applications are taking place in manufacturing and service

oriented industries in many processes.

XXi



The event will bring together leaders spearheading digital disruptions in their organizations to offer insights, knowledge, and
case studies on contemporary issues and challenges of digital transformation. This conference will comprise an educative mix of
events like:

e Plenary Sessions and Thematic Tracks highlighting recent digital library research across the globe by the luminaries

¢ Workshops addressing contemporary issues to a focused group of stakeholders

e Thematic Events in select niche areas for business houses and academics Exhibition by national and international knowledge
vendors and publishers

e Stakeholders engagement in digital platform using online collaborating tools

Every year ICDL, tries to bring in a sea change in the conference format. One of the major breakthroughs is Digital Engagement
Platform, where we have bridge the knowledge gap on contemporary issues using Webinars, Virtual Classroom and Storytelling. A
large number of audiences from across the globe participated and stay tuned during pre- and post-ICDL.

The ICDL 2019 has received 115 papers, which underwent a rigorous blind-review process and finally 74 papers have been
selected for oral and 17 papers have been selected for poster presentation. These papers will be presented in different sessions during
the event.

The ICDL 2019 organizers are also thankful to the experts, resource persons, committee members, delegates and sponsors for
their overwhelming response to make this event a grand success.

We welcome you all and hope that you will all gain intellectually from this event.

Regards
)

s, s Lo
Dr P K Bhattacharya Dr Shantanu Ganguly
Organising Secretary, 2019 Organising Secretary, 2019
Associate Director’ Fellow
Knowledge Resource Centre, Knowledge Resource Centre,
TERI TERI
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Agenda 2030 and its significance

1. Itis a special privilege for me to be in Delhi, invited by my “guru” Nitin Desai and TERI. Thank
you organizers for putting this together.

2. 2030 Agenda and the SDG’s were adopted in September 2015 in the presence of over 169 Heads
of State and Government. The Climate Change agreement in Paris came soon thereafter.

» The adoption came after two years of intense negotiations with the robust engagement of
governments, business, academia, UN System and civil society.

» The agenda was built on the ideas and approaches contained in the Millennium Summit, in the
UN Summits of the 1990’s and in the outcome of the Rio+20 conference “The future we want”.

» The themes and the process of deep engagement makes the 2030 Agenda one of the most
significant. And it is passing the test of time. It continues to be the agenda with the greatest
political traction.

» The Climate Change outcome in Paris was equally significant. They are twins conjoined at the
hip.

3. The special significance of the agenda is:

» Its universality and relevance to all countries

» lIts bringing together, as never before, economic, social, environmental issues as also issues
around the creation of peaceful and just societies.

» Its focus on an integrated approach to solving contemporary problems.

» Its focus on individual rights, hopes, aspirations and fears.

» Its focus on reaching the furthest, the poorest and most vulnerable first.

» Its emphasis on actions by all — governments, business, academia and civil society.

» SDG’s define goals, targets and indicators to help reach its ambition mostly by 2030.

» Its primarily focus on ending poverty in all its forms, on reducing inequality within and
between countries, ending corruption, enhancing the delivery of justice and ensuring better
institutions.

» Its orientation, in implementation, or ensuring that we safeguard our planet for present and

future generations.

4. The integration vision is best understood by viewing the SDG’s and targets as an interrelated
matrix e.g. girls’ education target will contribute to the goals on poverty, health, food security,
gender empowerment, water, energy, etc. this vision will help smarter planning and better
budgeting.



PART 11

Global Assessment

I have been at the SDGs Summit in New York this year. Overall, progress is being made with
some favorable trends:

Extreme poverty and child mortality rates are falling

Progress in some diseases such as hepatitis

Electricity access is increasing

Unemployment levels are back to pre-crisis levels

Urban population living in slums falling

Marine protected areas increasing

Governments integrating SDGs in national plans increasing

Near universal response and country ownership

Local governments, business, civil society, academia, youth engaging UN system in deep
reform.

VVVVVVVVY

However, while the situation varies amongst regions:

Progress not fast enough to transform our world by 2030

Extreme poverty will not be eradicated by 2030

Hunger has risen in the last three years

Biodiversity loss is alarming

GHG emissions reaching record highs since 2015

Institutions not strong enough or effective enough

All categories of those left behind remain largely excluded.

Gender inequalities and violence against women continue unaltered.

oreover:
Political environment has changed dramatically. Multilateral cooperation is suffering
especially from the all-time highs of 2015
Conflicts and instability have intensified. 68.5 million displaced persons, 85% living in the
developing world.
Disaster losses have increased 150% in last 20 years.
Global economic growth slow, volatile and trade prospects cloudy
Rising income and wealth inequalities threatening social cohesion
Rising intolerance threating fundamental human rights and progress
Growing lack of trust in governments and institutions

VVVVY VvV VZ VVVVVVVY

The tasks for the next 11 years included:

Special focus on the most vulnerable

Well directed financing

Strengthening institutions

Strengthen local actions especially at municipal levels

Strengthen data systems for better evidence-based decisions everywhere

Harnessing science technology and innovation with a greater focus on digital transformation.

YVVVYVYVYYVY

But in my view we have the greatest challenge in awareness, attitudinal and behavorial skills
which are the bedrock of change. And we need to reach people in the millions and not in the
thousands.
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PART 111

Digital Transformation leading to a low carbon footprint and
achieving the SDGs

In the past years, digital technologies have spread and began to transform virtually all sectors. The
educational sector has benefitted largely. And while face-to-face learning will continue to play a
role, it is clear that online and blended learning offerings will continue to grow. The promises are
immense when we think of the fact that information is a public good, ie everyone can use it (non-
exclusion) without reducing the benefit of others (non-rivalry). However, there are also challenges
in developing effective online learning platforms. Let me outline some lessons based on the
experience at UNITAR. While we have numerous platforms on the Divisions of our on Planet,
People, Peace and Prosperity, Diplomatic Training and Satellite Applications, I will eventually
draw on the SDG platform and the Climate Change learning platforms.

We have developed two digital platforms with the aim of training and encouraging millions of
people to work toward a low carbon footprint and the promises of the SDGs. These platforms are
the UN Climate Change Learn platform, or UN CC:Learn, and the UN:SDG Learn platforms,
respectively.

Platform and partnership approach

» The UNCC: Learn e-learning platform provides learners credible and free content as well as
certification that can help them to progress in their careers or become innovators/champions in
their professional careers. At this time most learners are public sector or university graduated,
although increasingly teachers are signing up to our courses as a basis for becoming climate
change teachers within the general education system.

» The main added value of UNCC:Learn is that the content is backed by the relevant expertise
within the UN system. 38 UN entities have joined together. UNITAR does not generate the
content; it works with the relevant agencies to pull it together and package it as an e-learning
product. Examples include working with UNICEF on climate change and children, or with
WHO on climate change and health. There are many more examples of this. These agencies get
an excellent deal because their content is associated with the UNCC:Learn platform which is
growing and already has 250,000 registrants, and is seen as an implementing mechanism of
Article 6 of the UNFCCC on education and training.

» UN SDG: Learn, which was just recently launched in July, follows a similar logic but goes a
step further with the collaborative efforts of the United Nations, multilateral organizations, and
sustainable development partners from universities, civil society, academia and the private
sector, UN SDG: Learn provides a unique gateway for a wealth of SDG-related learning
products and services that are currently available. UN SDG: Learn currently has over 40
members.

» UN SDG: Learn is helps facilitate access to Agenda 2030 learning products. These have been
very scattered making if difficult to get an overview of the offers out there. Hence SDG learn
gathers information on accessing such solutions in one place, while giving direct links to the
individual member’s training material.

» So my first message is that in developing platforms build partnerships for content, feedback and
constant refinement. Ownership in all forms builds trust and improves usage.

_Reaching thousands of learners worldwide
» UNCC: Learn is the single largest provider of online courses on climate change and green
economy globally, with a total of 250,000 registrants to date and currently issuing more than
30,000 certificates of completion a year. There are about 25 different courses currently available
3



>

in multiple languages. We expect the content to continue to grow. The feedback is positive from
learners as evidences by the numbers that are not only starting the courses but completing them.
SDG: Learn was just recently launched and so only preliminary feedback has been gathered
from members. It is too early to feature statistics on courses. The initial feedback was positive
from the members, in particular in view of search functions, mobile phone compatibility and
visibility for course providers.

» In general, we can see in our number of beneficiaries, that online platforms contribute the biggest
share of new learners per year, from 38.000 in 2017, to 60.000 and 85.000 in 2018 and 2019,
respectively.

14. Limitations to scaling numbers of beneficiaries:

>

Customizing to local realities and language: While these two platforms can be scaled up, this
does not mean that coverage is equal. For example CC:Learn does not have much traction in
Francophone sub-saharan Africa even though most of our courses are in French. The challenge
we face is that scaling up in this region requires both reframing of content to regional realities
and a better understand of how knowledge is transferred, which tends not to be via traditional
computer based interfaces. Societies are more mobile based and capacities to download high
density files are also limited.

SDG:Learn faces challenges related to course languages. Although it features courses in
multiple languages and allows to search on specific languages, there is a pre-dominance of
English language courses. Efforts to have the platform on all six UN languages are being
discussed, with increased focus on diversity in language offer.

My second message is the necessity of customization, based on an in-depth needs assessment.
Customization can be national, sub-national, local sectoral and relevant to the socio-economic
and cultural context.

Blended learning: There is little excuse now for providing foundational learning content via
expensive face to face approaches. UNCC:Learn can issue a certificate of completion on the
basics of climate change, for example, at less than USD 20. By contrast, more advanced and
applied content still requires a face to face approach, potential backed by on the job coaching.
E-learning can significantly increase the cost effectiveness of this latter approach but blended
learning is the optimal approach in our estimate.

SDG:Learn features search functions for blended learning that lists the available blended
learning courses within the users preferred interest areas. We foresee an increase in the blended
learning courses offered.

My third message is that in UNITAR’s experience blended learning works best to reinforce
knowledge transfer. In the case of Indian diplomats we have a three module e-learning course
followed by face to face training following a case-study approach.

. Innovation in design

Learning from social media: UNCC:Learn has active social media accounts but the impact in this

area is relatively weak. It is hard to measure the effectiveness of social media in advancing
UNCC:Learn objectives and the programme is constantly re-evaluating its strategy. One lesson
learned appears to be that all visible global programmes need to have social media in order to have
credibility. But whether social media achieves something more tangible beyond this remains a key
question.

Incorporating best practice: SDG:Learn has made efforts to design the platform to be mindful of

people with colour-blindness and also made sure to keep a design that is well suited for mobile
phones.



Instructional design: Digital learning platforms need to learn from social media and the gaming

industry. Interactivity, simulation and entertainment are crucial ingredients for effective platforms.
Quizzes, tests and evaluation are equally important. Maintaining, reviewing, and constant updating
is required to keep the digital platforms topical.

. Business models

Free vs. fee based approaches: Both platforms are free to the learner but is relatively high cost to

maintain and to create content. We still depend on traditional donor contributions and UN co-
financing. Private sector funding has been obtained in developing specific courses that are of
interest to clients, but getting seed funding to support the overall efforts of the platform has been
more difficult. We foresee that the traditional donors will continue to be needed for this with the
argument being that we can leverage this funding significantly. At this time we do not think that a
direct payment model would work. However we intend to implement a voluntary payment system
by the end of the year to offset maintenance costs.

My fourth message: There are numerous business opportunities and business models, e.g. charging
a small fee for certification and fees for curated and face to face training. They need to be explored
in the relevant context.

In conclusion, I am convinced that digital platforms will be key for the future success of UNITAR
and any organization in the educational sector. They will increasingly be relevant for the attitudinal
and behavioral changes that are required by millions for achieving the goals layed out in the 2030
Agenda. But challenges remain which I have outlined based on the two platforms we have
developed.

- Thank you.
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Smart Machines

Prakash Ambwani
Head, Engineering - Smart Machines and Robotics Research & Innovation Lab, Tata
Consultancy Servic

Abstract

Smart Machines encapsulates technologies that allow then to adapt their behavior on experience,
are not totally dependent on instructions from people and are capable of coming up with
unanticipated results. This talk presents how we are helping our businesses succeed in the era of
Smart Machines by Providing Platforms & Engineered Intellectual property.
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Facilitating FAIR data sharing in Dataverse
Repositories

Sonia Barbosa
Manager of Data Curation, 1QSS Harvard University, USA

Abstract

The Dataverse Project is an open source web application to share, preserve, cite, explore, and
analyze research data, and is developed at Harvard University. Dataverse software strives to
supports FAIR data sharing standards and automates much of the job of the professional
archivist. This strength enables organizations and institutions to provide self-curated data sharing
capabilities to their research communities.

Unfortunately, much of the self-curated content within the Harvard Dataverse Repository falls
below accepted FAIR standard. One reason for this state of affairs: the time commitment
required to curate a dataset for discoverability and accessibility. In response, the Harvard
Dataverse repository, in collaboration with the Harvard Library, has implemented data curation
services, along with new features and integrations, to help move Harvard Dataverse datasets
towards FAIR data sharing standards.

This presentation will describe collaborative data curation services that will help to improve

curation of newly deposited datasets, and to provide education and training to the research
community on meeting FAIR standards in Dataverse
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Evolving Roles of Libraries and Librarians to
meet the 21° Century Challenges

Dilara Begum
Associate Professor and Chairperson, Department of Information Studies & Librarian (Acting),
East West University, Dhaka, Bangladesh

Abstract

The 21% century comes up with the blessings of advanced Information and Communication
Technologies (ICTs). Due to the rapid transformation of the ICTs the roles, responsibilities and
activities are also being changed with time. It is quite obvious that to cope up with this flow of
modern technologies the libraries and librarians need to reshape and rethink regarding their role
and as well as they need to establish these roles in the society strongly. The libraries and
librarians need to understand the importance of different modern tools for better service
providing as well as should have the ability to implement and use these. In this regard, awareness
regarding different modern tools and techniques used in providing information services
throughout the world also needed to be known by the libraries and librarians. In 21% century,
generally the users don’t have the time to receive services. It is the responsibility of the libraries
and librarians to redesign the services to reach at the door of the users. The libraries and
librarians should also promote innovations among themselves to meet 21% century challenges.
The library and information professionals should not limit themselves within the boundary of the
library. They need to take active part in global issues as well. Sustainable Development Goals
(SDGs) is one of the burning issues of recent times. The libraries and librarians need to come up
with specific plans and strategies to assist in achieving SDGs. They need to actively take part in
this issue with a combined efforts. It is the high time to show the world the capabilities of
libraries and librarians in promoting SDGs and also in achieving this. The librarians will only
able to do so if they get a standard education and continuous hands on training. The librarians
can only play a significant role if they become competent enough on modern tools, technologies
and techniques. The libraries also need to build themselves as an advisory center which will
actively work with the government in promoting and achieving SDGs.
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Open Data Behind Bars — Does the Unfamiliarity
with Data Protection Regulations Prevent the
Publication of Research Data?

Katarzyna Biernacka
Humboldt-Universitat zu Berlin, Department for Computer Science, Germany

Keywords

Research Integrity, Open Data, Research Data, Research Transparency, Data Protection,
GDPR

Abstract

Imagining a case study: A researcher from the field of psychology published an article in a
reputable journal. In his work he presents the results of a qualitative study about the gender
identity of his probands. He didn’t publish the underlying data as he was afraid of breaking the
law and endanger his volunteers. To make sure he complies with the privacy laws in his country
and with the corresponding expectations of his probands, he deleted the data completely.

Another scientist was reading the paper and suspects to have found a mistake in the research
design and the evaluation of the data. As the data is not published and not available, it is not
possible to reproduce or validate the given results.

How could this be avoided? Was it necessary to destroy all the data? Would it even have been
possible to publish the research data?

Research integrity is imperative to excellent science and research. The principles of reliability,
honesty, respect and accountability should guide researchers in their work. Thus, a basic ethical
attitude and an overarching culture of transparency must be promoted (Deutsche
Forschungsgemeinschaft 2019: 16 - 17). This can be achieved by disclosing intentions (with
preregistrations) and research design, as well as by Open Research Data.

Research data form the basis of the scientific knowledge process and are part of a scientist’s
work from data acquisition to data processing and through analysis to publication. In the case of
new technologies, a large amount of digital data in a very short time is produced. Therefore,
good management of it (research data management) became a vital part of the research itself and
of research integrity too. Ideally, research data should be open and made available (ALLEA
2017: 6) in terms of Open Science.

The most common, yet informal, definition of Open Science comes from Michael Nielsen:
‘Open science is the idea that scientific knowledge of all kinds should be openly shared as early
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as is practical in the discovery process’ (Gezelter 2011). It includes practices of Open Access to
scientific articles, science communication, and publishing of research data. Open Data Open
Knowledge Foundation as one of the four pillars of Open Science (Masuzzo 2017: 3 - 4) can
help to reduce misconduct, facilitate replication (i.e. reproducibility), and support further
research (e.g. meta-analyses). Fraud in research, such as those highlighted in a discussion of
reproducibility issues by Ince (2011) can be avoided. Open (Research) Data allows researchers to
enhance, review and build on the given research results, and answer new research questions.
Several scientific articles already show the advantages of Open Data besides the benefit to the
general scientific community, e.g. increased the citation rate (Piwowar 2007, Piwowar 2013).
Furthermore, an increasing number of funders, publishers and research organizations are
demanding data sharing (European Commission 2016, Jones 2019).

Each discipline often makes its own demands on the management of its data, including
publishing. The general research data management will be only of little help here. For instance;
microscopic observations need a different handling than the digitization of handwritten diary
entries of a missionary in South Africa even though both will be considered as digital research
data. One reason is the high diversity of affected legal areas and their respective legal complexity
(Hartmann 2019: 6). The most common denominator, however, is the data protection law that
requires ‘de-identification’ to protect privacy. The General Data Protection Regulation (GDPR)
from May 2018 seems to open up the gap between research opportunities on the one hand and
data privacy on the other even more. Furthermore, national legislation or related EU measures
have to be considered too. There is an undisputed recommendation to inform the participants
about the limits of anonymity and confidentiality. However, the extent to which principles and
standards apply to research data with varying degrees of person-related information remains
largely unclear. It requires new reflection on the compatibility of good research and good data
protection.

Data protection is both a central theme of research ethics and a fundamental human right, and
thus has to be consistently applied by the research community. Nevertheless, scientists are often
uncertain what they are allowed to do. A profound understanding of the meaning of openness
and its legal implications is usually lacking. Most of the researchers are concerned about whether
to publish their data, as the lack of protection of personal data against loss or misuse can have
serious reputational, financial, and legal consequences. As shown in an interdisciplinary survey
in 2013 on research data management at the Humboldt-Universitat zu Berlin, Germany, 51% of
the surveyed researchers stated that they would need legal advice from their university
(Simukovic 2013: 4). In a survey at the Leibniz Universitat Hannover in 2016 the percentage of
respondents was 67% (Hauck 2016: 59). There are several attempts in and outside Germany to
generalize the legal advices which may not always be applicable to all disciplines (European
Commission 2018, forschungsdaten.info 2019, Kreutzer 2019, Lauber-Rdnsbreg 2018,
OpenAlRE 2013).

According to the European Code of Conduct for Research Integrity (ALLEA 2017: 6) the
researchers, research institutions and organizations must ensure that access to data is as ‘open as
possible and as closed as necessary’. However, if limited accessibility, for example due to data
protection, prevents the open publication of data, it does not contradict the FAIR Data Principles
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(Wilkinson 2016). The main objective of the FAIR principles is to optimally prepare research
data to facilitate knowledge discovery by humans and machines. With appropriate data
management planning much sensitive and proprietary data can still be shared by making it
Findable, Accessible, Interoperable and Re-usable (FAIR). It is almost always possible to share
the metadata at least.

In the presumed conflict between handling of research data and the issues of data protection, it is
important not only to adapt the concrete design of protection standards to the realities practiced,
but also to anticipate developments in order to withstand scientific competition. In the research
presented here (Biernacka 2019) this conflict will be investigated, considering both differences
between disciplines (i.e. learning analytics, medicine and climate impact research) and between
cultural perspectives (i.e. Germany, China, India and Peru). The considered disciplines show
large variations in the type of research data in terms of data sensitivity. Furthermore, different
legal regulations and cultural factors lead to different starting situations. Under these aspects the
data openness will be analysed.
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Libraries Unlimited Supporting the SDG’s in
Bangladesh

Kristy Crawford
Ministry of Cultural Affairs, British Council

Abstract

Libraries Unlimited seeks to improve public access to information and knowledge and has been
designed based on the findings of the Library Landscape Assessment of Bangladesh study (June
2015). Developed in close partnership with the Government of Bangladesh, LU aims to develop
the public library network, build the capacity of government officers, train library staff, and build
public awareness of and access to library and information services. The British Council is
implementing this project in partnership with the Ministry of Cultural Affairs and is supported by
the Department of Public Libraries. LU will give millions more people in Bangladesh more
control over their own lives thus supporting them to achieve their potential through access to a
range of user-driven services.

As we know, libraries can support all of the SDG’s one way or another. From access to
information, resources and new skills to lift people out of poverty, to supplying weighing
machines in libraries for Health and Wellbeing, to creative play with toy bricks to improve 21st
century skills in children’s education, Libraries Unlimited is innovating, developing, and
bringing new services to the government public libraries in Bangladesh. With 64 of these
libraries across the country, that means only 1 public library for over 2 million people. Our
strategy therefore also needs to include digital access. We will be supplying free high-speed
customer Wi-Fi in all libraries and are looking at ways to lend Wi-Fi hotspots so people can take
it home with them too. We are bringing coding workshops to all 64 government public libraries
in Bangladesh using micro:bits and Kano computers, and starting coding classes using the
equipment donated wherever possible.

Gender and accessibility issues are very important to the project, and we’re bringing as many
girls as boys to the coding workshops. In our redeveloped “model library” in Munshiganj we’re
making sure that wheelchair users can access the library despite the steps up and down through
the public park outside.

The Ministry of Cultural Affairs of the Government of Bangladesh is tasked with achieving goal
11.4. We believe that not only should the libraries preserve the cultural heritage of the nation in
terms of its literature, but also in support for cultural industries and cultural expression and are
working on cultural development in libraries.

Our 25 district, 2 day festival, outreach “Public Library Campaign” is introducing community
members all over the country to the benefits of libraries, and introducing them to the new
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services and programmes. The project is not only supporting the SGD’s, but the libraries
communities too.
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GDPR Readiness: The TCS Information
Resource Centre (IRC) Approach and Experience

Dhanashree Date
Head - Information Research Services, Corporate IRC, TCS

Abstract

Data is the most valuable currency for businesses today. Emerging terms such as ‘data economy’
and ‘infonomics’ only suggest that data is traded for bits and bytes of wealth. Businesses are on a
constant lookout to mine information and turn it into value-added services. Technology has
undoubtedly helped amplify business opportunities, but on the flip side has also proven to be a
big threat to data privacy. General Data Protection Regulation (GDPR) arises out of this need to
arrest risk.

Giant global organisations like TCS have diverse stakeholders and perpetually handle huge
amount of cross-border data, personal and confidential amongst other. Uptake of GDPR
framework by TCS to ensure data protection compliance across all TCS units globally, has also
mobilised the Information Resource Centre (IRC) of TCS to embrace it.

The first anniversary of GDPR has passed during which the IRC has charted a four-step
approach towards compliance by working closely with the GDPR supervisory authorities.
Beginning with in-depth assessments of tools, platforms and content, the areas of high-impact
privacy risks are identified for remediation. Ancillary, but equally important measure includes
education, sensitisation, and preparedness of the IRC team and its stakeholders about risks of
privacy breach.

TCS IRC experiences will help address the lingering concerns of information professionals on
whether GDPR and other privacy regulations impact our processes, stifle information services,
or, provoke us to re-think the future of our service strategies in supporting our organisations to
build trust and brand value in the digital milieu.
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Libraries in Disaster Management of
Bangladesh: A role model for reducing
vulnerabilities

Md. Nasiruddin Dean
Professor, School of Undergraduate Studies, Head, Dept. of Library and Information Science
National University, Bangladesh

Abstract

The traditional role of the library and information centre is mainly to collect, organize,
disseminate and preserve information. Besides these traditional roles the libraries may have some
alternative uses to improve the knowledge relating to face the risks of disaster prone areas. The
study thus attempts to explore how an innovative approach of a Library and Information Centre
has contributed to improve the skill and knowledge of the extreme poor people in the areas
vulnerable to disasters. The study extricates the clue why large number of people in costal belts
is not early informed about the disaster? Why they don’t have any preparation to face the
disasters? What initiatives have been taken by the libraries to reduce these? It will also explain
how Disaster and Environment Management Library and Information Centre (DEMLIC) has
turned into integral part in the lives of the extreme poor people in the costal as well as flood
prone areas of Bangladesh. Based on data collected by survey and supplemented by some case
studies the present paper shares the author’s experience on how major risks of the disasters have
been reduced through DEMLIC.

Keywords

DRR; Innovative Approach; Libraries; Information Centres; Disaster Management

Introduction

Dramatic changes have taken place in the mode of storage and transmission of information
across the globe during the post second world war years. These changes have been caused
mainly by the developments in computer and communication technologies and their application
in the storage and dissemination of information. Libraries and information centres are the prime
institutions which are adopting new technology as soon as it appears into the world. In this
digital era, libraries and information centres have to provide information in every single second.
Library professionals have been facing new challenges to keep pace with the rapid growing
technologies. Librarian/information officer has to play a very dynamic role in the universal
diffusion and advancement of knowledge and society. In most cases librarian has to work as an
information scientist, researcher, educator, knowledge manager, documentation or
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communication officer, psychologist and mentor. Out of many responsibilities, a librarian has to
work as a safeguard of the library as well and need to play a role to protect the library from
various disasters and risks (Hossain, 2015). Similarly, the librarian has to play role to save the
lives and livelihoods of the community people. In this paper emphasis has been given on role of
libraries and information centres in managing disasters and emergencies. Besides the routine job
of the librarian, the study tries to identify the social voluntary role during, before and after the
disaster for the affected people in the community.

Traditional role of the librarian is mainly to collect, organize, disseminate and preserve
information. Besides the traditional role, the study discovered that in the disaster prone areas
DEMLIC (Disaster and Environment Management Library and Information Centre) plays a very
extraordinary role to attract the community people as its user. The question may be raised how
DEMLIC succeeded to attract the people? The research team explored some good reasons for it.
Firstly, DEMLIC played role as training centre where all sorts of disaster related training were
organized. Secondly, it worked as a learning centre through which it operates learning activities
for its beneficiaries and other stakeholders of the community and Thirdly DEMLIC is known as
an Information dissemination centre where right information at the right time related to disaster
management would be disseminated in the right way. The details of these 3 roles of DEMLICs
have been discussed at the findings of this study.

Within 147, 000 sg-km land areas in Bangladesh there are 170 million people. So, no doubt that
it is one of the overpopulated countries in the world. Annual seasonal flooding is a way of life in
many parts of the country but many communities, particularly poorer, are not yet well prepared
to mitigate and respond to this resulting in a constant erosion of their household and livelihood
assets (UNFPA 2016). Annual seasonal flooding is a way of life in many parts of the country but
many communities, particularly poorer, are not yet well prepared to mitigate and respond to this
resulting in a constant erosion of their household and livelihood assets. Cyclones affect
particularly the coastal and southern part of the country and a major geological fault line runs
through the country and includes the capital Dhaka (MoDM Report, 2017).

Bangladesh has a number of policies and legal instruments in place to address these threats
including the National Climate Change Strategic Plan, the National Adaptation Plan and the
Disaster Management Act with its associated Standing Orders (Khan&Jonsson, 2013). These
suggest that the Government of Bangladesh is serious about meetings its obligations to disaster
reduction and response as a signatory to the Hyogo Declaration which is the protocol governing
the international strategy for disaster reduction (IRIN News, 2009). It is clear that within these
national frameworks, NGOs have been playing a very meaningful role.

Bangladesh became independent in 1971 and since then many organizations involved in DRR in
different ways. But nothing was new in their intervention. Therefore, no significant changes
found in the Disaster Risk Reduction in Bangladesh. The idea of the DEMLIC Project was first
come from the affected people of the coastal zone who were used to visit the local NGO libraries
frequently. Some NGOs like BRAC, Action AID, ASA, Ahsania Mission etc. have been working
in most of the flood affected areas since long. Mainly they provide need-based information and
training services for the people of the coastal communities. The idea of the DEMLIC has been
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generated from it. The research team thought that the role of library and librarians has a great
impact in the lives and livelihoods of the costal people. So, they started thinking on it. Basically
the research team was very curios to work with the affected people installing libraries and
information centres as a training, learning and information centre. Thus, the concept of DEMLIC
becomes very popular among the community people in the disaster porn areas.

Description

The role of the DEMLIC in Disaster Management was really innovative and successful. It’s a
special library which was established for providing support towards vulnerable and affected
people. Funded by Government of Bangladesh and Irish Aid, its collections were mainly of
disaster management related books and non-books materials including but not limited to need-
based training modules on how to cope with disaster, how to face flood, earthquake, landslides,
droughts, capacity building modules, training equipment of facing disaster-like life- buoy, first
aid, rope, torch, bicycle, boat with engine, umbrella, torch-light, resources of CDMP
(Comprehensive Disaster Management Programmes), reading materials, disaster-related posters,
AVMs (Audio-Visual Materials), community radios, hand-mike or sound-amplifiers, illustrated
books, inspirational tailor-based videos, trampoline etc. Computer with internet connection was
the main inspirational tools for the extreme poor people and children. Often the librarian
encouraged them to watch the disaster-related documentaries and movies; so that they could
gather some knowledge for facing the challenges. DEMLIC operated its activities in three major
phases. Firstly: It supplied dry food immediate after the disaster to the affected people of the
disaster prone areas; Secondly: It donated cloth among the affected men and women and,;
thirdly: It disseminated disaster-related information among the community people. It involved
with local NGOs/Local Government, CBO leaders, DMC members and other related bodies for
long term rehabilitations. DEMLIC managed fund from the donors for housing project for long-
term rehabilitation as well.

DEMLIC in 7 Upazillas

Funded by the GoB (Government of Bangladesh) and Irish Aid the research team began
implementing a-3 year ‘DEMLIC for DRR (Disaster Risk Reduction)’ project in 2013. It was a
3-year project. The research team selected seven Upazillas based on the frequency of the
disaster, availability of data and the accessibility of the research team. Out of 7, two are high risk
areas in Bangladesh for flash-flood namely Dharmapasha in Sunamgonj and Khaliazuri in
Netrokona; two are for seasonal flood namely Kazipur in Sirajgong and Daulatpur in Kustia; the
remaining three upazillas are Burguna, Patharghata and Teknaf for tropical cyclone. One may
ask why the research team has chosen these seven upazillas only out of 493? The study has some
good reasons for it. Firstly:, these seven upazillas have been identified as disaster- prone areas in
Bangladesh. Secondly: During the baseline survey at the end of 2012, the research team found
these areas mostly vulnerable and thirdly: considering the availability and the accessibility of
information, these have been chosen. After selecting the areas the research team started installing
DEMLIC outlets in 7 Upazilas. The project has been launched in the seven said areas and the
Terms of Reference (ToR) for librarians and project staffs have been prepared. A Memorandum
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of Understanding (MoU) with Ministry of Disaster Management has been signed as well on
December 30, 2012. Accordingly as a strategic partner of MoDM, the research team initiated
DEMLIC project in January 30, 2013 with a view to reduce the risks to the vulnerable
communities and improve their livelihoods protecting them from flash- floods, seasonal floods
and tropical cyclones.

Specific objective

The main objective of the study was to reduce the risks from flash floods, seasonal floods and
tropical cyclones to vulnerable communities through an innovative approach of a Library and
Information Centre.

Overall Objectives

The study has also revealed how DEMLIC has increased the coping mechanisms of the affected
people, saved wealth and livestock’s from the disasters. It has extricated the cause why
community people have identified the library as a very useful and rare learning centre? Besides
these, the study has explained how at the end of the project, it has been increased capacities of
the local NGOs, DMCs (Disaster Management Committees) and community people to face the
disaster.

The Purpose of the Study

Sharing the achieved outcomes with the relevant bodies of the government is one of the
important mottos of the study. Its’ best practices should be used in developing strategy for DRR
in Bangladesh. Introduce this innovative idea with other organizations who are working for
saving lives and livelihoods of the vulnerable people in the coastal belt of Bangladesh.

Baseline

As per record of the Disaster Management Ministry, it has been found that during flood in 2014
and 2016, the DEMLIC worked like a shelter centre to the affected people and the library staffs
played role like a rescue team in the community. Using the mechanisms of the library project,
people could early inform about any upcoming disaster. Accordingly, they could take precaution
to protect their lives and livestock’s instantly. Experienced from the early projects of different
NGOs and Government Organizations, it has been found that installation of library in seven
vulnerable areas can contribute a lot instead of other programmes.
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Beneficiary selection criteria and deliverables

Research team worked first for selecting the beneficiaries of the 7 upazilas. They selected the
people who live in highly vulnerable zones to climatic hazards and disaster. They also selected
most vulnerable and extreme poor households (average 35% of total population) including
female-headed households, individuals with disabilities, ethnic minorities, landless etc. in highly
vulnerable areas to disasters.

Deliverables

DEMLIC built capacity on Knowledge and skill through community based session. It ensured
assess into community risk to identify local risk, risk factor and risk reduction plan. With an
innovative approach of library it has promoted viable options at local level for learning and
dissemination of technologies. To create awareness though reading habits, folk songs, drama,
visual aids, different interesting collections and motivational short documentaries were the prime
responsibility of the DEMLIC. Finally it has started the advocacy for citizen movement to
protect the people from disaster.

Methodology

The study has applied mixed (quantitative and qualitative) method for collecting data. Analyzing
the livelihoods of the people in the research area, different techniques such as Kl (Key
Informants Information); FGD (Focus Group Discussion); Al (Appreciative Inquiry); Pl
(Personal Interviews) etc. were used based on the best suit application process. Secondary data
has been collected through pin-pointed review of the documentation related with the project. In
secondary data analysis, special emphasis has been given on project objectives, outputs,
activities and the plan of action not only the DEMLIC but also other relevant projects
implemented by different NGOs. Data have also been collected from the Bangladesh Bureau of
Statistics (BBS). Its beneficiary selection process was completed through a participatory way.
Besides these, consultations with the disaster experts in different NGOs who are working in the
costal belt have also been taken into account to select the beneficiaries. Some organizations who
work there since long, their need assessment report have been scrutinized carefully to select the
targeted people as well. With a view to make the research more authentic, 20 enumerators have
collected primary data from January to June 2013 through field visit, direct personal interview,
focus group discussion and yard meeting (meeting at the open space of the beneficiaries’
residence).
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Table-1: Checklists for extricating the major findings during FGD with the affected people
especially with the fishermen. Total 35 fishermen were asked and gathered the responses:

Questions Responses
What kinds of disaster you are 1). Seasonal floods and super cyclones;
facing frequently?

What kinds of challenges you face | 2) Crops and walking ways gone under water; no sufficient boat so
in most of the cases? we cannot move for work; houses are water logged; closed small
trading; unclean drinking water; sanitation problem; belongings go
wet; shelter problem; cattle and goats die; children cannot go to

school.
What kinds of support 3. DEMLIC prepares small bamboo pool for children’s schooling; It
DEMLIC provides for you organizes campaign for creating awareness; It provides information
before, during and after support in our community people; it circulates weather forecasting
disaster? through hand-mike; It gives us knowledge about water and

sanitation; Provides training on DRR.

Findings

Research team has gathered primary data from various sources that have been considered to
achieve the findings. With a view to extricate the targeted results, DEMLIC staffs responses have
been tabulated. All answers have been marked in “yes and “no” respectively except for question-
3 (Category of Disaster). Please see table-2. Thus the study forms its basis of the findings
through tabulating the respondent’s responses. Not only used the structured questionnaire and set
checklist for FGDs, the researcher also has taken into account different techniques to get proper
findings of the study.

Table-2: Data analysis and outline of the findings

Q 1.Name of the| DEMLIC-1| DEMLIC-2| DEMLIC-3| DEMLIC-4 DEMLI | DEMLIC-6 | DEMLIC-7
Lib./Info. Centre| Dharma Khaliazuri | Kazipurin | Daulatpur | Cc-5 Patharghata | Satkhira
pasha in in Sirajgonj in Kustia | Burgun | in Burguna | Sadar
Sunamgonj | Netrokona a Sadar
Q2.Faced Y N Y Y Y N N Y=43%
Disaster N=57%
Q3.Category seasonal Flash flood | Seasona Tidal Super Super Super
of disaster floods and | floods floods cyclone | cyclone sidr | cyclone Aila
water sidr
logging
Q4.Disaster Plan| N/R N Y Y N/R N N/R Y=29%
N=29%
Q5.Librarians Y N Y Y Y N Y Y=7
Knowledge 1%
about disaster N=2
9%
Q6.Budget Y N Y Y Y Y N Y=71%
N=29%
Q7.Training for | Y N Y Y N N N Y=43%
library staffs N=57%
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Q8.working N N N N N N N Y=0
attitude during %
disaster N=1
00%
Q9.Support N N N N N N N Y=0%
parent institute N=100%
Q10 .Protect N N N N N N N Y=0
collections & %
Restore services N=1
00%
Q11.Rescue & | N N N N N N N Y=0%
co worker N=100%
Q12. N N N N N Y N Y=1
Disburse aid, 4%
find shelter N=8
Work with 6%
local admin.
Q13. Restoration| Y Y Y N N N N Y=43%
of water etc. N=57%
Q14. Spread Y N N N N N N Y=8
Awareness 6%
N=1
4%
Q15. Act as Y Y Y Y Y Y Y Y=1
focal agency 00%
To share N=0
information %
Q16. Prepare Y Y Y Y Y Y Y N=100%
Documentations Y=0%
Q17. Prepare N Y Y Y N Y Y N=14%
knowledge base Y=86%
Analysis-2

It has been found that 43% (3 DEMLICs) faced disasters in the form of tidal cyclone and
seasonal floods where as 57% did not face any such problems. 2 of these 3 DEMLICs faced
seasonal floods which percentages are 67. 1 DEMLIC (33%) encountered flood because of heavy
rains. However, out of 7 DEMLICs 29% faced floods and 14% centres encountered tropical
cyclone and flashfloods making it to 43% DEMLICs which have faced disasters.

Analysis-4-6

4. It has been found in the analysis 4-6 that only 29% (2 DEMLICs) have their own disaster
management plan but their community people are not aware about this plan at all.

5. Itis needed to mention here that significant number of DEMLIC staffs (42%) of the total
Respondents skipped the question of having any disaster management plan. On the other
hand, the staff of 2 DEMLICs (29%) responded that they have disaster management plan
and community people are aware about it. Another 29% responded negatively for having
any disaster plan.

6. Positive responses have been received from 2 DEMLICs about the availability of budget
to meet any disaster which makes only 29% where as 71% of the total DEMLICs didn’t
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10.

11.

12.
13.

14.

15.

have any budget to encounter the challenges. One centre responded that it has little
allocation to control flash flood only.

If there is any huge fund needed, DEMLIC then assess the need of the people and send
proposal to the local government and other GO/s and NGOs for sanction the budget.
Finally with the approval of the Ministry of Disaster Management, the budget allocation
comes through DEMLIC.

In order to counter any disaster, 57% agreed that DEMLICs provide special training with
proper instructions and briefing frequently. One centre provides first aid training to its
staff. However, 43% respondent’s opinion differed that there is no training and
demonstration to face any disaster and make them alert through sending the common
massages.

100% DEMLICs agreed to perform any kinds of extra role during any emergency in spite
of having their regular job.

All DEMLICs have given positive opinion to assist their core organization where they
work. They were promptly gather and provide the information on their website or internal
notice board either electronically or manually with a view to keep update their members
of the DEMLICs.

All staffs of 100 DEMLICs are capable to save their resources and restore their services
for the convenient of the community people.

At the time of emergency, 100% DEMLICs are ready to exchange information in order to
protect self and community people as well.

100% respondents agree to work as volunteer with the community people.

The disaster management unit in each upazilla under Local Government division comes
forward to help the disaster victims. They are disbursing aid/relief, medicine, cloths and
find them shelter. They are also providing right information to the genuine disaster
victims about various facilities and schemes introduced by GOs and NGOs. 86% of the
respondents have given opinion that they are ready to work with local administration. On
the other hand, 14% of the respondents not agree to perform this kind of responsibility.

57% respondents (who are maximum in number) have no any objection to work with
local government, agricultural and public health department to protect the plants,
livestock’s and the crops as well. It helps in controlling disease by means of distributing
medicines and supplying pure drinking water whereas 43% were not ready to take up this
duty.

86% respondents shown positive attitude on creating awareness among the people of the
disaster affected community through boat/mobile library services. Most of them preferred
to create awareness delivering lectures, presentations and workshops. It has been found
that through proper information dissemination, the damaged occurred by the disaster
reduced significantly. A very few number of respondents (14%) have differed with it.
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16. 100% respondents agreed that DEMLIC acts as a focal point for networking and

dissemination information with other allied organizations and helps them in restoring

their services.

17. 100 % responded to prepare timely reports for the government departments and complete
need assessment of damage with the help of an expert where he/she will clearly mention

what kind of relief and aid would be required in the affected area.

18. 86% respondents have given emphasis on creating a knowledge-base society regarding
any emergency which need to be shared on the web for quick consultation with a greater
interest of the community people while a few number of respondent (only 14%) showed

negative attitude with this kind of voluntary task during any disaster.

Findings of the individual Training Need Assessment (TNA)

through Questionnaires

DEMLIC Staff:

A total of 59 DEMLIC staff members were interviewed through physical visits and
individual questionnaire at their locations. Among the interview many of the questions were

to check their knowledge base or understanding level of different DRR aspects. Other
questions were to determine their disaster related understanding level by self assessment
and recommendations/ suggestions as well. Table-3 reflects their level of understanding

about natural disasters.

Table-3: Findings from the knowledge base/understanding level checking were as follows:

responsibilities

Understanding Cannot say/ Poor Partially Correct Total
wrong answer answer correct answer (n)
Natural disaster 5% 39% 38% 18% 59
Disaster risk 31% 21% 10% 38% 59
Disaster risk reduction 26% 21% 38% 15% 59
Disaster vulnerability 38% 21% 21% 20% 59
Effect of disaster 18% 31% 26% 25% 59
Disaster driving forces 2% 15% 13% 0% 59
Community mobilization 28% 34% 33% 5% 59
Early warning system 18% 31% 46% 5% 59
Climate change 44% 31% 18% 7% 59
UDMC's (Upazilla Disaster
Management Committee) 46% 8% 28% 18% 59

27




ICDL 2019: Invited paper

DEMLIC staff suggested training topics including but not limited to: disaster, different type
of disaster, climate & disaster, disaster impact, disaster risk reduction and management,
activities before disaster, activities during disaster, activities after disaster, UDMC
responsibilities, UZDMC responsibilities, coordination & communication disaster risk
reduction, disaster preparedness, gender and disaster, disaster signals, child marriage,
dowry, human rights, disaster mitigation planning, food preservation during disaster, food
preservation for lean season, crop diversification, primary health care during disaster.

Other recommendation and suggestion related to training were:
» 38% of the participants from DEMLIC reported that they have had disaster related
training
» 79% participants from DEMLIC and Local NGOs stands on participatory training
methodology that to be incorporated in the training module

Findings Interpretation

Installation of DEMLICs in each disaster-prone areas of Bangladesh was good initiative. No
doubt that it has been working for the wellbeing of the community people. From the above
analysis, it is found that 100% of the respondents are getting ready to work dedicatedly to help
their parent organizations. They have no any objection to disseminate the disaster related
information to local media. Around 86% (majority in number) respondents interest to work
with Upazila Disaster Management committees to assist the long-term relief, rehabilitation and
recovery project from emergency. Special budgetary provisions are mandatory for helping the
disaster affected people. Without finance, immediate action to tackle the emergency is
impossible. Apart from these, provision of training and demonstrations are essential for the
working professionals to save themselves, their resources and the community people as well. It is
evident from the analysis that only 29% of the respondents interested to have a disaster plan in
their DEMLICs whereas majority (71%) of the respondents are not even aware about it.

Collaboration with Government Organizations

DEMLIC worked with the local government as a training centre

It facilitates short-term and long term training program on disaster related issues regularly. It
increases the efficiency of the Union and Pourashava DMCs by disseminating local warning
signals, risk reduction techniques, rescue and recovery strategies and so on. DEMLIC also
maintains liaise among the development agencies and local service providers. It takes decision
about implementation of the action plan for DRR as well as review the progress of the
implementation. Finally, DEMLICs become more popular to the community people as a capacity
building organizations. As a result, the community people can forecast warnings related to any
natural hazards in the right time and also can inform vulnerable people about their roles and
responsibilities for saving their lives and livelihoods from disaster. Table-4 indicated how
DEMLICs provided training in association with GOs/NGOs.
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Table-4: Upazila-wise DEMLIC trained-up the following local NGOs within the project period:

Upazila Organization/s No of Beneficiaries | Training provided Duration of
the training
DEMLIC-1 | ASOD (Assistance | 150 community « Contingency plan during disaster | 2 weeks and
Dharmapasha | for Social people including o Awareness training on DRR 20 people
Organization and ;%légéoélélfggdegrss o Staff development training per batch
Development)
http://www.ngof.or
g/nrc/wdb/ngodet
ail.php?id=004
DEMLIC-2 | BOSS (NGO) 70 extreme poor  Protecting from flashfloods 01 week and
Khaliazuri people of Haor « Preparing protection wall 35 people
Awareness about early per batch
warning systems
DEMLIC-3 | JSKS 50 people  Awareness on seasonal floods Two weeks
Kazipur http://jsksbd.org/a including 12 Knowledge sharing about and
bout/ Union DMCs and River erosion and safety 25 people
some volunteers measures per batch
DEMLIC-4 | OVA(Own 50 people Awareness on protecting Two weeks
Daulatpur Village Including livestock from river erosion and
Advancement) pourishova leaders Training on chaining livelihood 25 people
option during flood per batch
e Training on distribution of relief
Training on women rights and
gender issue
DEMLIC-5 | Songram 30 people including  Training on food security 01 week
Burguna https://www.sangra | CBOs (community during disaster
mngo.org/ based o Awareness on reducing risk
organizations) through early warning systems
women
DEMLIC-6 | Shushilan 100 people  Training on early warning systems | 4 weeks and
Patharghata | https:/shushilan.org | including fishermen } Training on protecting boats and 25 people
/ and farmers nets before disaster per batch
e Training on working in a group
DEMLIC-7 | JJS Jagrata Juba 100 people including |  Training on Knowledge 4 weeks and
Satkhira Shangha community women sharing with AILA affected 25 people
http://www.jjsbangl | and local people per batch
adesh.org/ government staffs Training on increasing IGAs
(Income generating Activities)

Table-4 shows that DEMLIC worked with 7 local NGOs and trained up 550 people including
Government bodies. It also reveals the topic of the training programs including duration. All
training has been done within the project period. Besides these, DEMLIC arranged many need-
based emergency training for the community people as well. Out of 7 local NGOs, 5 had their
own websites. Two NGOs namely OVA and BOSS had no website on that time.

DEMLIC worked as a Learning Centre
Through DEMLIC learning section, community people could learn to determine specific safe

centre/shelter where they should go at the time of need. This section of the library helped to
design plans with a view to rescue the affected people and started quick response with primary
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relief operation. DEMLIC also arranged the different learning rehearsals on the dissemination
techniques of warning signals/forecasts.

Last but not the least; DEMLIC arranged an experience sharing session with the participation of
relevant institutions and individuals on their learning from risks and after risks.

DEMLIC as an Information Dissemination centre

The prime objective of the information dissemination centre is to deliver right information at the
right time to the right way to its right user. DEMLIC follows this objective by disseminating
warning and security alert when needed for its community people. It helps vulnerable people to
evacuate them quickly from the risky zone based on the evacuate plan. DEMLIC engages
different organizations, volunteers and the community people in the early warning systems
providing training and other demonstrative activities. Even it provides data and statistics to the
other workers who are working on disaster management.

Other findings collected from the experience of the affected
people during direct personal interview DRR (Disaster Risk
Reduction)

There is a lack of ICT-based disaster management organizations and a very poor level of
awareness is the main factors for rising death tolls and increasing vulnerability. Unawareness
among the costal people about the cyclone and the huge water surge is very common. Even after
informing about the early warning, it is a common belief among the people that nothing will be
happened. As consequences, casualty and damage increased a lot. Out of 7 Upazillas there were
03 cyclone shelter centres available for the three Lacs vulnerable people. In response to a
question during K11, UNO (Upazilla Executive Officer) of Teknaf said that the existing number
of shelter centres are very insufficient and government have plan to build more cyclone centres
considering the population of the coastal zone. Local elites, NGOs, Community leaders and the
donors can also come forward to build the shelter centres for the convenient of the vulnerable
people.

During interview with the local people, the research team could know that there is only one
committee namely UDMC (Union Disaster Management Committee) formed by the Local
Government in each upazilla who are working for disaster management. But it is basically exists
in pen and paper only practically it is not active.

Preparedness effects water situation a lot. The research team found that there is no pure drinking
water plant even in the district level. Whereas access to pure drinking water is the right of the
citizen and during emergency it is mandatory for protecting people from various diseases. Some
of the affected people noticed that the embankment works like a life-saver to them but as these
have built very poorly and maintained improperly, so question arises about its sustainability.
These are the causes of high fatality rate, damage and losses as well.
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Progress

Increased capacity of 7 local NGOs and 20 Disaster Management Committees (7
Upazila level and 49 Union Parishad level) on disaster risk reduction measures

DEMLIC was the focal point that facilitated initial training on Disaster Risk Reduction (DRR) to
ensure common understanding of the approach, concepts and tools for this specific action to all
community people involved in the programme. As a part of the awareness programme
‘disseminating general information’ and ‘information for lives’ session were conducted. The
Disaster Management Committees have been re- activated and assisted to conduct hazard and
risk analysis of their areas and trained to carry out their roles and responsibilities as DMC
members. These included followings:

> increased awareness about risks and provide information to the community on survival
during disasters

> ensured disaster risk reduction following plans;

> prepared Local Disaster Management Actions Plans for protecting people & their assets
and increase their capacities to cope, withstand and recover from impacts; and

> treated Information Centre as Control Room for coordination of activities related to
evacuation, rescue and relief.

Increased capacities of the target communities to withstand, respond to, and
recover from the impact of climate related hazards by a number of preparedness
measures

DEMLIC has enhanced the communities’ capacity to withstand, respond and recover from the
impact of climatic hazards through increased awareness on disaster risk reduction measures,
improved Early Warning Systems at local level and improved access to social protection
schemes. DMCs and local NGOs have motivated community representatives/volunteers and
influential leaders including imams, teachers, women’s, micro credit group leaders and local
elites to support the project and help in awareness raising activities.

DMCs with participation of the community have been guided by DEMLIC with view to plan for
establishing appropriate preparedness interventions for specific hazards. The preparedness
measures identified as priority during the field assessments in 2014 were i) improved the Early
Warning Systems at community level and ii) improved access to social protection programmes
for the extreme poor and the highly vulnerable people.

Assessment of the existing mitigation measures and identification of most
appropriate technology for specific hazards

The study has examined the information on local knowledge and practices with respect to
existing mitigation measures. It also assessed how existing practices can be improved or
strengthened to ensure that recommended mitigation technologies are appropriate to local needs
and resources available. Special focus have been given on flash flood protection measures,
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cropping pattern in flash and seasonal floods, tree species in flash and seasonal floods and
shelters in flash and seasonal floods and cyclones.

Community-based DRR initiatives are documented and lessons learnt are
disseminated at local, national and international forum for advocacy

The project experiences have been shared with other relevant organizations at local level. The
documentation has been included in the baseline study, mid-term review and final evaluation as
well as training modules, communications materials, institutional capacity assessments and
progress reports technical reviews.

Results Achieved

Considering the geographical context of Bangladesh, the findings of this study is very inevitable.
Before developing the concept note of the project, the research team had initiated a baseline
survey to assess the capacity of the community people. They found that most of the people were
not aware about DRR but after the inception of DEMLIC, countrywide awareness has been
created amongst the people on disaster management. Besides these, the information literacy rate
particularly on disaster risk reduction issues has been increased. Connecting with DEMLIC, the
confidence level of the vulnerable people in the coastal zone has been increased in a very
significant way. In comparison with past, coastal people are now very conscious about DRR. No
doubt, these are the impact of DEMLIC.

Case Study
Saleha Determined Not to Ignore Cyclone Warning Again

Both Saleha and her husband Abdul Huq are engaged in sweeper’s profession. In fact, many of
the poorest people of Malipara sluice ghat area of Taltoli bondor earn their livelihood by this
profession. Saleha is among the poorest inhabitants who received training from DEMLIC after
the cyclone Sidr.

| was in a vulnerable area, near the canal which was struck
¥ by great blow of cyclone. The canal has a direct

28 connection with the river. She had a terrible experience

I during the storm. She stated, “We will never ignore the
warning signal again.”

received proper training on DRR from DEMIC
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Saleha had two daughters but no son. That’s why her husband always blamed her. After
receiving the gender training from DEMLIC, her husband becomes more tolerant to her. One of
her daughter study at grade V and another has already got married. She was unable to properly
educate her children due to poverty. After receiving the training she has a great mental
satisfaction. She can peacefully plan for her future. She has a plan to possess some cow and
goats, although she does not have enough money to buy them. She also envisioned her husband
to having his own shop. DEMLIC was the basic foundation to attain her dreams.

Conclusion

The study has focused the influences of DEMLIC to manage natural disasters. DEMLIC explores
that besides the routine job, library and information professionals can play a vital role for disaster
risk reduction. It can manage the emergencies disseminating early information/warning to the
community people using various components of ICTs. Due to its achieved outcomes, the study
becomes very popular to the coastal people. DEMLICs were highly regarded to its all
stakeholders because of its innovative approach. It has created an example to the people of
Bangladesh that libraries can change the lives and livelihoods of the costal people. In spite of
having many challenges, the study has achieved significant progress. The extreme poor people in
the disaster prone areas think themselves as merginalsed people in terms of their livelihoods,
health and rights. They are discriminated in various ways. But DEMLIC brought them back
towards the mainstreaming by establishing their rights and entitlements as a citizen of
Bangladesh. Through its realistic approach, DEMLIC becomes successful to change the attitude
of the people. In future, if the study gets the opportunity to share its best practices to the relevant
bodies at national level, it would be an example for developing a comprehensive disaster
management strategy in Bangladesh.

Special Note

On 3rd May 2019, while writing the first draft of this paper, the tropical cyclonic storm named
‘Fani’ is roaring in the Bay of Bengal. See below a short note about it.

Fani has set to hit Bangladesh at the evening on 3rd May, Huge cyclone threatens millions in India
2019. Already it has attacked Odisha, India. There are 13 ST o e
districts with a population of approximately 10 lacs are
guessed to be affected by its attack. Government started
evacuation process to keep them in safer places to reduce

the casualties. It is likely to be stricken Bangladesh hitting .ND.A ¢/®< \»r@/\lj
13000 sg-km costal belts with a population of 18 millions. S bl /8 B, T e
Please see the path of the cyclone (Dhaka Tribune, 2019). j P

I e
It is needed to mention here that right now DEMLICs and Yoraavaa: | 5 - g
other voluntary organizations are working together for DRR | < LA e

in their upazillas. Over phone the author has collected
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updated data from them. The library staffs are now very busy to warn the people and bring them
back to the shelter centre. They are disseminating right information to the vulnerable people
about ‘what should be done and what shouldn’t be done’ during and after attacks. In response to
a question, 7 DEMLIC authorities has shown their confidence to reduce the risks. Therefore,
people of Bangladesh lives in coastal belt are not scared at all if ‘Fani” hits them. DEMLIC
taught them the techniques to face this sort of disaster.
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Abstract

In currently emerging Intelligent Production Environments (IPE) and Industry 4.0 the
manufacturing of new products takes place in several steps and locations, possibly distributed all
over over the world. Companies involved in such productions act in highly competitive global
markets and always have to find new ways to, e.g., cut costs by changing to the best providers, or
enabling, e.g., tax savings, to stay competitive. This can only be achieved by using the fastest,
most effective, efficient, and flexible distributed collaborative production processes. In this
context, a Collaborative Adaptive Production Process Planning (CAPP) can be supported by
semantic product data management approaches enabling production-knowledge representation;
utilization, curation, and archival as well as knowledge sharing, access, and reuse in many
flexible and efficient ways. To support such scenarios, semantic representations of production
knowledge integrated into a machine-readable process formalization is a key enabling factor for
sharing such explicit knowledge resources in cloud-based knowledge repositories. We will
introduce such a method and provide a corresponding prototypical Proof-of-Concept
implementation called Knowledge-Based Production Planning (KPP).

KPP is based on so-called Function Block (FB) Production Knowledge Domain Models,
serving as a high-level planning-process knowledge-resource template and the representation of
knowledge. Web- and Cloud-based tool suites which are based on process-oriented semantic
knowledge-representation methodologies, such as, e.g., Process-oriented Knowledge-based In-
novation Management (German: Wissens-basiertes Prozess-orientiertes Innovations
Management, WPIM) can satisfy the requirements of semantic representation, integration, and
processing. This means, WPIM can represent such planning processes and their knowledge
resources in a machine-readable semantic representation based on ontologies. In this way, it can
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not only be used in production planning but also, e.g., in Collaborative Manufacturing Change
Management (CMCM) as well as, e.g., Collaborative Assembly-, Logistics- and Layout
Planning (CALLP) both building on the results of CAPP. Therefore, a collaborative planning
and optimization from mass to lot-size one production in a machine readable and processable
representation will be possible. On the other hand, KPP knowledge can be shared to support
other types of innovation, collaboration, and co-creation within a cloud-based semantic
knowledge repository.

We will also demonstrate the usefulness and interoperability of ontologies within a prototypical
Proof-of-Concept implementation of KPP. This includes an integrated visually direct-
manipulative production process editor representing production processes semantically and
based on manufacturing ontologies. Moreover, we will illustrate the features of this prototype
and outline the underlying KPP Mediator Architecture including a user-friendly production
knowledge query library based on KPP and its ontologies.

Introduction, Motivation and Problem Statement

‘Product Lifecycle Planning (PLP) deals with Process Planning for Products and Production
(PP4PP) as well as Product and Production Knowledge (PPK) for the whole Product Lifecycle
even before and after the product exists.” [Tobias Vogel, 2018].

Aiming at supporting CAPP, CMCM, CALLP, PLP, PP4PP, and PPK our sematic process
representation approach is building on applying the WPIM Ontology [2] as an Upper Process
and Resources Ontology. Initially the WPIM ontology was rolled out in the knowledge domain
of innovation processes an extended by a first innovation knowledge domain ontology. Using
WPIM as an upper ontology for representing manufacturing processes in relevant industrial
knowledge domains will now continuously be further extended, first of all to support production
and production planning as part of Industry 4.0 applications. For these new process types,
currently specific knowledge domain ontologies are defined, specified, and formally represented
in RDF, RDF-S, and later where needed also in OWL. Furthermore, the use of WPIM as an
Upper Ontology is the starting point to inherit the available WPIM concepts from the WPIM
upper process ontology to its manufacturing knowledge domain ontologies. Thus, systematic
domain-specific extensions of the WPIM ontology are currently developed with the goal of
ultimately modeling one integrated set of ontologies for the entire product lifecycle with its
planning and production processes.

The general concept of developing an knowledge-based and process-oriented CAPP support by
using the WPIM method as a basis was initially proposed in [1]. The WPIM approach offers the
possibility of modeling and representing, e.g., innovation processes in a machine-readable
semantic format and furthermore enables annotating the process representation in a semantic way
with further planning information, content, data, and other types of planning- as well as
execution-oriented knowledge resources. This whole semantic representation structure can then
later be accessed and utilized by means of semantic queries. However, so far WPIM has only
been applied in domains like component design and distributed production planning. It also
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includes Product Life Cycle Management (PLM) support but it has not yet been practically
applied in the knowledge domain of CAPP.

Wang et al., have introduced a method for representing web-based Distributed Process Planning
(DPP) activities in [3], [4], and [5] as a basis for establishing CAPP support and in parallel to the
development of the WPIM semantic process representation method. In the following we will use
slightly adapted excerpts from [3] to introduce the necessary concepts and rationale of the DPP
method as a building block for semantic CAPP support. The DPP method includes also the
concepts of Meta Function Blocks (MFBs), Execution Function Blocks (EFBs) and Operation
Function Blocks (OFBs).

Furthermore, Helgoson et al. explain in [6] that “Today, machining-feature based approaches
combined with Artificial Intelligence (Al) based methods are the popular choices for process
planners”. This approach is already based on a DPP modeling-method but does not yet support
machine-readability and semantic interoperability of such models as it could be achieved by
utilizing representations as available in nowadays semantic web technologies and as e.g.,
supported by WPIM. Thus, while the proposed DPP approach is very useful and valid in terms of
representing the product and machining features within MFBs, EFBs, and OFBs it does
nevertheless not yet support semantic-web based cross-organizational and cross-domain
knowledge sharing. This holds especially true for the areas of CMCM as a means of optimizing
conceptually planned component production processes and at the same time enabling them to be
re-used as CALLP knowledge representations.

However, to make such knowledge more widely available, for example, to be shared in
collaborations of SMEs within CAPP, CMCM, and CALLP activities. Furthermore, the relevant
CMCM and ALLP knowledge to be integrated with the machine-readable CAPP knowledge
representations is currently not available in a machine-readable semantic representation at all.

Furthermore, the interoperability of such a CMCM and CALLP knowledge representation with
technologies of the semantic-web and therefore with other applications and tools, like e.g., from
the area of Al and Machine Learning (ML), cannot easily be achieved.

Moreover, this CMCM and CALLP knowledge cannot easily be automatically shared, managed,
accessed, exchanged, and re-used within collaborations that take advantage of cloud-based
semantic repositories of CAPP-, CMCM-, and CALLP-knowledge. Besides, it is aiming at
optimizing a conceptual CAPP instance for component production to also include CALLP and its
optimization, ideally beyond planning domains and across organizational borders. If such a
process-oriented and semantic integration of CAPP- and CALLP support would exist and would
be based on a CMCM knowledge representation utilizing semantic-web technologies, it could be
very well supported by other semantic-web enabled technologies and in this way become
interoperable.

Therefore, an integration of cloud-based semantic CAPP and CMCM knowledge repositories

with other e.g., Al, CAPP-, and MCM-support technologies could be achieved by means of
integrating them based on the semantic web software development paradigm.
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In consequence, this insight requires the application of semantic technologies to knowledge
sharing and mediation in CAPP and CMCM to support overall CALLP processes. In this way
process-oriented semantic representations of CAPP knowledge in which the Product Features
(PFs) and Machining Features (MFs) are formalized within MFBs, EFBs and OFBs like
domain-specific representations i.e., domain models of the DPP knowledge domain could
support not only the CAPP knowledge domain but also the CMCM knowledge domain and the
re-use of the planning and change management knowledge in the CALLP scenario at the same
time.

Based on our preceding paper "Supporting Production Planning through Semantic Mediation of
Processing Functionality” [31], we have already been describing in detail the application and
implementation of the necessary DPP and semantic-web integration approach supporting CAPP
by means of KPP within a so-called Mediator Architecture (MA) [14]. Such MAs are typical for
distributed implementations of semantic-web repositories and are solving semantic integration
challenges as well as integrating several local knowledge sources into a global, potentially cloud-
based, semantic repository. We have also already explained that this can then be considered a
semantic and cloud-based CAPP-knowledge repository which has been implemented in a very
(technologically) open and distributed way. From the point of view of WPIM, we have also
demonstrated that the semantic domain models for representing MFBs, EFBs and OFBs can be
managed and integrated by a semantic integration in this MA-based repository with the existing
WPIM domain concepts of WPIM-Master Processes, -Process Instances, -Tasks and —
Activities as underlying interoperability and integration elements. Thus, it supports the semantic
integration of WPIM- and DPP-based knowledge modeling, as well as the semantic
representation of DPP knowledge to become available as a knowledge-based support to CAPP
activities. We are now reviewing this result in the light of other related work supporting CALLP
interoperability as well as possible integrations with CMCM and especially CALLP features.

To support this analysis of related work, we will start around currently emerging international
standards aiming at supporting CAPP and at the same time aiming at supporting CMCM. Only
recently the ProSTEP 1ViP Association [29] published a White Paper, called “Modern
Production Planning Processes” [27]. This Paper is based on the currently emerging ISO/DIS
18828 Standard [30] and aims at representing an end-to-end reference process that can be
adapted to individual needs. This formal process, so called Reference Planning Process (RPP),
is a recommendation and should be used in this paper as a basis for a proof of concept
implementation evaluating and validating our KPP-based CAPP support approach as a possible
reference implementation of RPP.

To start with and referring to our previous papers [31] and [32], we will revisit very briefly and
in summary the FB concept as well as the related concept of MFBs, EFBs, and OFBs.
Furthermore, the State of the Art of the FB-based production planning models and the proposed
DPP method will be revisited. We briefly describe the State of the Art w.r.t. Process Ontologies
and the WPIM-Ontology as well as the basics of the mediator technology. In the following
modelling chapter of this paper, we will carry out a mapping of the WPIM ontology as an upper
ontology to the method of KPP and its ontologies. This semantic mapping approach combines
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the advantages of these ontologies in a hybrid approach that can be utilized as a starting point for
an integrated manufacturing process ontology in the three level DPP mediation process described
our previous paper [31]. In the following use case section, we are going to discuss the
manufacturing ontologies of the KPP method w.r.t. its capability to support flexible production
planning with semantic production planning process representation ontologies. This takes place
in order to semantically wrap, mediate, and integrate the overall DPP planning processes
including its integration with the overall RPP. In the following, we will demonstrate our
prototypical implementations of the KPP application with an integrated visually direct-
manipulative process editor based on our KPP mediator architecture with a semantic integration
including a query library based on the KPP ontology. Finally, conclusions and an outline of
future work are provided.

State of the Art and analysis

Documents in the Web are optimized for human readability and therefore only weakly
structured. In addition, the Semantic Web wants to solve the problem that machines can not
made clear semantic relationships between documents. The Semantic Web is not a substitution
for the today's Web but an extension to support the web’s further development in the semantic
dimension.

Semantic Web, Ontologies and Technologies

For the Semantic Web, additional information is added to content and information resources by
means of adding semantic representation elements to documents. Using this semantic
representation information, machines can establish semantic relationships between documents
and their contens. This is not limited to simple content description and annotation, but includes,
e.g. hierarchical, domain-related or data type-relevant enrichments. Ontologies formalize the real
world in certain terms (so-called Entities) and relate them to one another (so-called Relations).
Thus, ontologies are a basic building block of the semantic web. In addition, they help to
separate Knowledge Domains from each other. This makes it easier to, e.g., distinguish between
ambiguities from different knowledge domains. This means, that involved actors know about
their common, i.e., shared and knowledge-domain oriented vocabulary. Ultimately, the formal
representation of the entire world is possible only with considerable effort. To define an
ontology, markup-based description languages are used. In the following, we explain some of the
relevant description languages.

The Extensible Markup Language (XML) describes how additional information is included in a
document. XML is a markup language, because it makes no statements about what information is
included and how it is linked. In an XML document, tags (so-called Markups) are placed in the
text and separated by angle brackets. This makes it possible for a machine to read additional
information from the text and filter out the tags in human presentation.

Resource Description Framework (RDF) was developed to formulate general rules for
machine-readable semantic information in documents. Such a statement about data is expressed
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in RDF Triples consisting of Subject, Predicate and Object (SPO Tripels). A Subject
describes a resource that is related to an Object through a Predicate. The Predicate itself also
represents a resource while an Object is a resource or data value. RDF Triples are also encoded
in XML-based documents to facilitate the exchange of formal descriptions.

RDF Schema (RDF-S) extends RDF with the ability to classify terms into classes and
subclasses, as well as map properties and subproperties. With these universal representation
mechanisms of RDF and RDF-S, semantic conclusions can now be drawn from the data, e.g., by
means of automatic reasoning. With XML, RDF, RDF-S and related languages ontologies can
now be formally mapped, exchanged and machine-interpreted (parsed). However, to access these
semantic representations, an efficient semantic query language is needed.

SPARQL Protocol And RDF Query Language (SPARQL) serves as a query language for
databases from multiple RDF and RDF-S files. SPARQL is similar to other query languages and
also uses SPO-Triples to formulate queries.

Process Specification Language (PSL, 1SO 18629-1) [13] is a process ontology developed for
the formal description and modeling of basic manufacturing, engineering and business processes.
The ontology was developed at the National Institute of Standards and Technology and has been
approved as international standard 1SO 18629. This ontology provides a vocabulary of classes
and relations for concepts at the ground level of event-instances, object-instances, and
timepoints.

Business Process Model and Notation (BPMN) [34] is a graphical representation for specifying
business processes in a business process model. It is standardized for process modeling by the
Object Management Group (OMG) [35] and can be encoded in a machine readble way based on
XML.

Process-oriented Knowledge-based Innovation Management

“Process-oriented Knowledge-based Innovation Management” is the english translation for
German: “Wissens-basiertes Prozess-orientiertes Innovations Management (WPIM)”. The
WPIM method [2] was developed in 2012 by Vogel for the semantic annotation of processes and
resources. It is implemented based on the RDF and RDF(S). The semantic annotation of
documents is realized with the Dublin Core Element Set (DC) [16] [17] [18] as well as for
experts through the Friend-of-a-Friend (FOAF) [15] vocabulary. The integrated semantic search
is implemented using DL-Query and SPARQL and is supported by an embedded RDF-Reasoner
[19], the Reasoner Pellet and a specific Query Library for RDF-Queries.

Ontology Research and WPIM Ontology Roll-Out
The WPIM application with its WPIM ontology, an ontology for processes in general, is applied
in KPP to the knowledge domain CAPP and subsequently to the knowledge domain production.

It will be demonstrated that the WPIM ontology can be used as an upper ontology for
representing processes in this knowledge domain. Basically, using the WPIM Ontology as an
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upper ontology is enabling to pass on its concepts to lower level ontologies, i.e., into so called
knowledge domain ontologies. In the KPP research the WPIM Ontology is used to represent the
CAPP knowledge domain ontologies, in particular to the CAPP knowledge domain ontology for
Production Planning and the CAPP knowledge domain ontology for Production. The goal is to
show that utilizing the upper ontology WPIM for domain-specific lower ontologies makes sense
to support domain-specific knowledge representation, vocabularties, and concepts for, e.g.,
process typifications or refinement for specific sub-processes. In addition, after combining the
upper WPIM Ontology with the CAPP knowledge domain ontologies supported by KPP, the
correctness, decidability, and feasibility of semantic searching mechanism should be untouched.

WPIM Ontology — An Upper Ontology

The WPIM application allows processes to be formally described and annotated with knowledge.
The annotated processes are machine-readable and can be searched by inferencing mechanism or
semantic search. WPIM ontology is based on RDF and RDF-S. In the following, the usage and
refinement of the WPIM Ontology is demonstrated, starting with an early meta-model for
structuring process (details in [2, p. 21]), resources and classes on RDF-S and RDF level (see
Fig. 1 and Fig. 2) as well as an RDF level and instances preparing data storage, e.g., in a
relational database (Fig. 4).

Declarative Data Model

The inheritance hierarchy of RDF-S classes has been adopted for the implementation of the
WPIM application in order to represent the semantic inheritance (especially of vocabulary
hierarchies). In particular, the inheritance of a RDF-S class to its subclasses is represented by
means of the rdfs:subClassOf relation and further WPIM specific relations for supporting
innovation process description vocabularies. Furthermore, the RDF-S class hierarchy in Fig. 1
represents the resources Document and Person which can be related to Processes and its
ProcessElements (see Fig. 3). To describe Documents in WPIM, the Dublin Core Metadata
Element Set (1SO 15836) is used as well as Friend-of-a-Friend (FOAF), a machine-readable
ontology describing Persons, and e.g. Employees or Experts (see Fig. 1), their activities and their
relations to other persons and digital object classes.
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Class
Resource
subCIassOM’m subClassOf
Class Class Class
Document Person Process
l[ subClassOf hasProcessEIementl IisProcessEIementOf
Class Class
Employee ProcessElement
subClassOf T subClassOf TsubCIassOf
Class Class Class
Patent Expert ProcessActivity
hasTask l ‘[ isTaskOf
Class
ProcessTask

Figure 1: Digital Object Classes representing the WPIM Taxonomy as a RDF-S
Class Hierarchy [2]

Figure 2 displays the relationship of of RDF-S and RDF. The RDF-S schema describes a schema
that defines the possible concepts and relationships to be used by RDF while RDF then describes
specific instances of resources and therefore implements a schema with concrete instances. The
type relationship represents the transition from classes (RDF-S) to concrete instances (RDF).

| Employee Fﬂ' isResponsible |Rai'| Task |
subClassOf
| Expert |
type type | RDF Schema
RDF Data
isResponsible I

| ...I~Vogel I | .../~Release |

Figure 2: Classes and Instances in RDF-S and RDF see [12] and [2]

Following [12] a property isResponsible for linking, e.g., the domain of all Employees with the
range of all Tasks. At the instance level (RDF), the resource, more precisely the Expert named
~Vogel, is linked to the resource, more precisely to the Task ~Release by the relation
isResponsible.

The Upper Prozess Ontology WPIM is shown in (see Fig. 3). It is an RDF-based ontology that
derives the class Process from the class Resources. A process consists of ProcessElements (for
details see Fig. 1 and Fig. 3). These ProcessElements can be in particular: ProcessActivity,
ProcessGateway, ProcessEvent.
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ProcessEvents can be refined by ProcessStartEvent and ProcessEndEvent, both are start and end
point of a process. A ProcessActivity can be composed of several ProcessTasks. A special
feature in WPIM is the so-called MasterProcess. This class MasterProcess (as shown in Fig. 3)
enables to save processes as templates and holds them available for later instantiations. All
conceets of the WPIM Ontology have been defined and can be reused via the RDF namespace
wpim:~.

Class
Resource
I subClassOf

[ class =0 ghes |
| MasterProcess }M'l Process |
hasP I il isP! I
subClassOf _—— | subClasslf———__subClassOf
[ class  |[ cass |[ class |

|ProcessActivity | [Pr y| | ProcessEvent |
hasTask l T isTaskof subClassOf _—

“~__ subClassOf

[ class | [ Class | [ Class |
| ProcessTask | |Process$lar1EvEnl| |Pro=essEmiEvEnl|

Figure 3: Upper WPIM Process Ontology in RDF [2]

Processinstances (PI) of Processes or MasterProcesses can be instantiated on the RDF level.
Moreover, the separation of modeling and capturing generic, domain, and instance specific
process knowledge is supported.

MasterProcesses (see Fig. 3) are generic high-level descriptions of processes. From a data set
point of view, a MP describes a data structure and attributes of a higher-level template. The
representation approach describes process structures and their attributes by using semantic
representations but goes beyond the sole representation of the process structural schema. WPIM
offers semantic descriptions of MPs. This MP schema exists as a formal generic description of a
process and this independent of generated data instances during a certain execution of the
process resources during execution of the entire process.

If a Process (see Fig. 1 and Fig. 3) will be executed, data shall be gathered. From the data set
point of view, WPIM describes this as a PI. The structure of an Activity is used to store all
incoming and outgoing data as well as states of Activities. In this way, it is possible to describe
and represent Pls and their Activities in a machine-readable and semantic format. Moreover, Pls
are well-ordered in a chronological way. That means, during that execution of a first instance, the
Lessons Learned can be stored within the MP (higher-level). Thus, this gathered information can
be provided for the following executions of the process within the next PI.

An Activity (see Fig. 1 and Fig. 3) needs to have well defined inputs to generate a required
output and contains one to many tasks. An instance of an Activity defines a cluster of Tasks and
thus can bundle Tasks that are assigned to a single resource. For example, these kinds of
assignments can contain that tasks can be assigned to a resource like a machine but just in order
to represent the execution of a machine operation or Planning Tasks which is needed to be
executed by an expert, e.g., a planner. A Task (see Fig. 1, Fig. 2, and Fig. 3) structure in

! http://www.inknowvation.de/WPIMvokabular.html
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WPIM, cannot be further split into subtasks. It is a simple action. Thus, a semantic data
representation to archive values and the status when performing a Task will be offered. For
example, such a Task can be executed by a machine and create a specified result. Therefore, a
Task can represent an operation having a semantic representation contains the progress
attributes, the incoming and outgoing status, and result specification. Moreover, WPIM allows to
delegate a Task instance to various executing entities. Hence, to describe it by an example in the
context of planning tasks, a plan must be finalized by signing the plan and setting it into action.
Obvious, to release a plan by a signature is a unique task and this signed task cannot be split.
Therefore, either the plan is released by signature or it is not signed and thus not released. An
Activity consists of at least one or more Tasks and represents the transformation of an input into
an output of an Activity.

Technical Data Model

From the point of view of KPP’s overall architecture and of course especially of the KPP
prototype, the underlying technical data management and the associated conceptual knowledge,
information, and data model embodies the lowest layer of technically implementing the KPP
information and knowledge representation approach. The technical data model and related data
management considers the file formats of the information, content, and knowledge resources to
be integrated as well as the file formats and databases intended for persistent storage [11]. The
data model must allow application middleware to store, extract, and manipulate data with basic
services. These basic data services must ensure import and export of data. The data model has
the task of supporting the integration of implicit and explicit knowledge, information and data
from different sources (within and outside the organization) such as data stores and information
systems. We define interfaces and support them with suitable services. Data in XML format
should be annotated with additional knowledge (e.g., from social networks, e.g., in XML or
HTML format). In addition, resources from the intranet and internet are incorporated, such as,
e.g., design and engineering data of the manufacturing industries. The available data should also
be linked to structural knowledge (for example, from XML-based simple structural
representations of taxonomies to RDF-, RDF-S-, and OWL-based semantic representations of
statements, i.e., SPO-Triples based on ontologies). The data (manually or automatically
enriched) has to be stored in a data store for availability and persistent storage. The data model of
the WPIM application supports thee data storage, data access, and related data services of [cf.
11].
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Class subClassOf
uri source target
Resource Employee Resource
Employee Expert Employee
Expert Task Resource
Task
Property subProperty
uri source target
isRespansible
Domain ﬁange
source target source target
isResponsible Expert isResponsible Task

Figure 4: Excerpt of WPIM’s underlying relational Data Model and Schema

(Fig. 4) shows an excerpt of WPIM’s underlying relational data model and schema. It presents
classes as well as subclasses, properties as well as domain and range assignments in relational
tables. The property isResponsible does not belong to the basic scope of RDF and RDF-S but has
been defined by wpim:isResponsible and is uniquely identifiable and referenced by a URI.

Production and Production Processes

The first use of computers in production marks the beginning of Industry 3.0. Typical uses of the
computer were the control of production machines - Computer-Aided Manufacturing (CAM) -
and computer-assisted product design - Computer-Aided Design (CAD). The step towards
Industry 4.0 is determined by the networking of all elements of production. The production
machines are networked with each other and with the product to be produced. They exchange
real-time information about the status of the manufacturing process. This information is the basis
for production control in real time [7]. An important part of production technologies are the
production processes. Classically, these are subdivided into six groups according to DIN 8580
[8]: primary forming, separating, joining, coating, and changing the material properties.

The additive manufacturing processes often mentioned at the time of this work are not explicitly
categorized as a comparatively new method in the DIN standard but are mostly assigned to
primary forming in the specialist literature [9]. Additive manufacturing processes (also known as
generative manufacturing processes) make it, e.g., possible to produce plastic objects which have
previously been designed in the form of CAD data on the computer. This process has long been
used to produce prototypes very efficiently (rapid prototyping), but increasingly also to produce
end products (rapid manufacturing) in recent years. There is a clear difference between the
primary forming and the forming processes, thus that no mold must be produced which in turn
would require a subtractive previous process [10]. Production processes can also be
distinguished according to whether the sub-components are obtained by suppliers (production
processes in which the product is only carried out by assembling the components) or by oneself.
In the second case, often subdivided into additive (e.g. 3D printers), subtractive (e.g. milling or
turning) and formative (e.g. casting or forging) production processes. In the following, only
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logistic, additive, and subtractive production methods are used as an exemplar selection in the
production planning data records. A central element of production is the definition of the
individual production steps, which then lead to the final product. In each individual production
step, it must be defined which production process is used and by what resources it is
implemented. Resources can, e.g., be employees, machines, workplaces, or tools. All this
together is called production planning. As this process quickly becomes complex, the use of
computer technologies in the current production planning is indispensable.

Knowledged-Based Production Planning

KPP as it has been developed within CAPP-4-SMEs [1] is based on all the already above
outlined concepts, methods and technologies. Moreover, as already mentioned, KPP is a proof of
concept implementation of the formal concept of the RPP recommendation of the ProSTEP iViP
Association. The RPP is an end-to-end reference process that can be adapted to individual needs.
Error! Reference source not found. displays that this process is divided into three maturity
level-related phases: Concept Planning (CP), Rough Planning (RP) and Detailed Planning
(DP).

Reference planning process

Concept Rough Detailed
planning planning planning

Planning phases

Figure 5: Phases of the Reference Planning Process (RPP) [27]

Thus, it can be seen as a high-level template for creating a concrete production planning process
that takes individual company-specific and location-specific conditions into consideration in an
adaptive way (i.e. CAPP). KPP takes advantage of this concept and integrates all its advantages
into one integrated, distributed, and collaborative three-level approach (displayed in Figure 6)
for supporting production planning. Furthermore, KPP does this in a knowledge-based way by
integrating production planning knowledge resources along process representations of the
planning process.

Knowledge-based Production Planning (KPP)

. N
Execution N

Control Opera’flon
. Planning
Planning
Process Process
(ECPP) (OFP)

v

Production Planning Phases

Figure 6: KPP Process Phases

Hence, it integrates the DPP planning process as well as the related resources with FBs and the
semantic WPIM technology. The already presented steps of DPP were expanded and based on
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WPIM concepts in order to represent the transformation of the Supervisory Plan (SP) into an
Execution Control Plan (ECP) and this one into an Operational Plan (OP) in an optimized
manner. In the understanding of WPIM, the DPP planning process and resource knowledge is
represented by planning activities consuming and producing planning knowledge resources.
These can, e.g., be FBs over all levels of CAPP activities from SP Process (SPP) activities
through ECP Process (ECPP) activities to OP Process (OPP) activities. This is described in
more detail in the related Paper [31].

The mediation process is also performed in a three-level MA. Figure 7 displays the three level
MA. The first mediator is called the SPP Mediator (SPPM) and integrates MFBs and other
relevant and potentially distributed resources for the SPP activity. A down-stream DPP
mediation can be implemented by means of two analogously derived additional mediators on the
second and the third DPP level. On the second level of the MA follows then the deduced and so-
called ECPP Mediator (ECPPM) which supports the above-mentioned ECPP activity. They
assimilated at least an earlier iteration of the SPP-mediator as MFB and an OFB of the
subsequent OPP Mediator (OPPM) (level 3) and various other relevant and potentially
distributed resources. Coming from the machining-data point of view, the corresponding up-
stream mediation process starts from machines with a defined need of steering information
which can be harmonized by using wrappers and offering a mediated interface to clients. The
third and final level of the MA of the KPP process forms the again derived OPPM and completes
the mediation process.

CLIENT/USER

Freaued F'Y

ECPP- OPP-
Mediator | Mediator |
‘ t : Ontology

Information
Cycle
) ¥ | * data model
ECPP-WRAPPER OPP-WRAPPER *5ci. language

XML) Global |
[_0xmL) Local |

Y3ddVdM | HOLVIQIN

Figure 7: Conceptual Architecture of the KPP Mediator

This integrates relevant and potentially distributed manufacturing knowledge resources as FBs
and by the second level generated EFBs (ECPP Mediator) for the OPP activity. This three-tier
architecture can support a Semantic Information Intergration Process by providing data from
distributed data repositories, combining and integrating various data schemata and corresponding
formats into a single semantic-enabled globally integrated schema and format. Moreover, it
enables a semantic mediation process that supports requesting, accessing, and
collecting/gathering/combining data from different distributed manufacturing- and planning
knowledge resources in a semantically integrated way.
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KPP Manufacturing Knowledge Resources

The whole portfolio of different types of product data related to supporting KPP activities for
component production is represented in XML-based formats to eliminate the communication
barrier between different software, hardware, and specialized tools. For this purpose, the MA in
KPP uses a wrapper technology with all common machine information and -codes encoded in
XML by using e.g., the STEP standard as a domain model. Initially, based on the first level KPP
MA (SPPM) and with access to a corresponding sample data set (e.g., a Product Component
CAD-Model (Figure 20) and Product Feature Extraction from the field of manufacturing is
utilized to demonstrate the functionality of a wrapper for Product Design Information and
Product Feature Information. In the next step, the access to a typical Main Manufacturing
Plan (MMP) (see Fig. 8) represented as MFBs from a local relational database source is
implemented by means of an appropriate wrapper and will be integrated and represented in the
global representation schema as STEP compliant XML code. Through the normalization via the
global schema, the parent mediator can get access to manufacturing information and may offer it
to the client and vice versa.

..................

Figure 8: Typical Production Data in XML format [22]

Furthermore, the following code sample (see Fig. 8) from Y. Lu et al. [22] clarifies the
representation of machining information that is integrated with the production plan information
in the next step of the integration. This illustrated request represents the machining feature type,
typical important parameters and requirements which are important for the production process.
All remaining product information, manufacturing steps, requirements, and the CAD-Model
which are necessary to produce a product component are now processed in a similar form in the
SPP without being based on a concrete machine or tool. For example, this includes the “feature-
based design”, “fixture information” and “machining technology and constraints” information
and knowledge resource types. Now the KPP mediator respectively its wrapper has to be
implemented and allows the individual access via a web interface to all parameters of a product
component. Taking this as a starting point, it is not only possible to generate a product
component file or a feasible machining plan of one single product component in the later KPP
process, but rather individual modified product components as instances.
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KPP Prototype Implementation

First, all the existing implementations of WPIM were analyzed and the technologies and
approaches used for this were checked for their relevance. For the practical implementation of
the KPP prototype, an implementation concept based on a web-based Client/Server Architecture
was developed using a modularized approach that uses the Representational State Transfer
(REST) API [21] to integrate it into the Symphony-based Knowledge Management Ecosystem
Portal (KM-EP) [20] of FTK — “Forschungsinstitut fiir Telekommunikation und Kooperation”
(Research Institute for Telecomunication and Cooperation) e.V.. The storage and management of
data is implemented independently of the data input and output. Thus, two independent software
parts were created.
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/ response \ response
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Figure 9: Client/Server Architecture with two Front-ends [26]

The goal of this approach was that several clients (front-ends) can access the same data base
(server) and the data management is separate from the task of data retrieval and representation.
This makes it possible, to use any technology or programming language for the frontend, but it
can still be integrated into KM-EP [20] in the background. With this architecture, the frontend
and the backend are no longer on the same system (see Fig. 9). To manage the required data, a
relational MySQL database is used in the background. Furthermore, the concept of KPP was
designed for multilingualism and a user administration was conceived and implemented. The
front end was developed with the help of PHP Hypertext Preprocessor (PHP), since it is
widespread and under free license.
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Figure 10: KPP Prototype Frontend

At the current stage of implementation, mainly the front- and backend as well as the core of
KPP, the process editor, is developed. The KPP Mediator Architecture has not yet been
completely integrated into the KPP application. However, a first functional prototype was
developed and waits for integration.

Usage AND extension of the WPIM Ontology in KPP and the
domain of PRODUCTION PLANNING

The ontologies for the KPP application are derived from the WPIM ontology and adapted to KPP
and the domain of CAPP and includes other entities such as processes, elements, people,
organizations, documents, skills, functions and roles as well as methods and tools. KPP is based
(just like WPIM) on RDF and RDF-S and allows processes to be formally described and
annotated with information, content, and knowledge resources. In this way KPP allows CAPP
processes to be formally described and annotated with related information, content, and
knowledge resources. The annotated semantic CAPP process representations are machine-
readable and can be searched by semantic inferencing mechanisms or semantic search engines.
The annotated processes are machine-readable and can be searched by semantic queries. For
demonstration we use illustrations based on RDF-S and RDF level. The ontologies were
conceived and created so that changes or extensions can be carried out at any time. However,
KPP basically includes two ontologies

1. KPP Ontologies
2. KPP - Planning Ontology
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The KPP Planning Ontology (see Fig. 11) extends the WPIM Ontology (see Fig. 3) which is
used as an Upper Ontology with domain-specific concepts from the domain of Production
Planning. These extending concepts (RDFS classes and RDFS properties) described in Figure 11
are highlighted in color and include (in particular on RDF-S level) the classes Machine and
Organisation their associated subclasses, e.g. 3D-Printer or Supplier, and their types, e.g.,
Renkforce RF 1000 3D printer on RDF level.

KPP - Planning

property
isOwnerOf property

Class

Resource

| Document_| <ubClassOF

subClassOf

@ | class | [ Class

| 3D-Printer | | Supplier
T

type type type type

as|

I
Fixture- | Employs Renkforce | |KPPPartsinc| | JohnDoe |« Release |
Infoxmi | | .saL RF1000 e

3D printer hasOwner

RDF Schema
RDF Data

Figure 11: Domain specific KPP Planning Ontology

The class Document wich already exists in the WPIM Ontology (with subClass:Patent, see Fig.
1) is extended by two further Classes, subclass:File and subclass:Database plus their instances
on RDF level. In addition, RDF and RDF-S properties are introduced (see Fig. 11) or re-used
from the WPIM Ontology. Examples for properties are: isOwnerOf, isEmployeeOf and isTaskOf.
These properties are used as relations between classes on RDF-S level and between instances on
RDF level.

KPP - Production Ontology

The KPP Production Ontology (see Fig. 12) extends the WPIM Ontology (see Fig. 3) which is
again used as an Upper Ontology with domain-specific concepts from the domain of Production.
Especially the class:Process is extended by further class concepts, e.g., the
class:ProductionProcesses with three subClasses: of Production classes: subClass:Additive,
subClass:Subtractive and subClass:Logistical. These subclasses represent classes of production
and manufacturing processes and are exemplary instantiated on RDF level (see Fig. 12). For
each exemplar KPP demonstrational production process

1. Toy Miniature Staircase

2. Toy Building Block and
3. Mill-cut iPhone Cover
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a detailed exemple is given in the following sections. In the domain of Production additionally
required classes are classes describing ProductionMaterial. The exemplar demonstrational
subClasses Wood, Plastic, Metal have no claim to be complete and can be extended as needed.
Furthermore, each of these subclasses are divided into the following additional subClasses Types
and Machines and their corresponding types on RDF level.

KPP - Production

Class
Process

RDF N
type | tree |

Schema "™ type type

RDF Birch [ Wooa-
working

Alumin
Data[ 7 o
. Toy 2. Toy 3. Mill-cut Beech working e
miniature | | Buliding | | ~iPhone |+“|| A machines| —————]| machines
staircase || Block Cover Fir | r—— EE—

hyvinyl
[Chlorid (PVC

Figure 12: KPP domain-specific Production Ontology

KPP Query Library

A KPP query library was introduced to save and execute semantic SPARQL queries. Queries are
introduced here as entities, even if they only form a simple listing of semantic queries on the two
KPP ontologies mentioned above. The WPIM application stores semantic information in a
textual triple. This makes a query very slow and static. A relational database would solve the
problem quickly and cleanly. At this point, we encountered the fundamental problem that
relational databases do not contain semantic information. This means that, connections (foreign
key relationships, comparisons between entities, etc.) are formulated together with the query and
also views with the connections are generated or stored procedures that provide contiguous data,
but there is no fundamental link between the relations. The World Wide Web Consortium (W3C)
published a paper [33] in 2004 dealing with the mapping of relational queries into semantic
queries and describing a possible solution. For this purpose, another server is introduced which
runs parallel to the web and database server and converts semantic queries into SQL queries in
real time using a (mapping file) and returns a result. This paper is intended mainly to handle and
describe the WPIM upper Ontologie and the KPP ontologies. Therefore, the details of this
solution will not be described in more detail in this paper. Otherwise it would be beyond the
scope of this paper.
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KPP Process Editor

The centerpiece of the KPP application is a visually directly-manipulative production process
editor. It is based on BPMN, more specifically, we use the framework bpmn.io [36], which has
been developed in an Open Source project since 2014. The goal of this project is to develop a
framework that allows the viewing and modeling of BPMN in the web browser. It is well
documented and also extensible. However, it already meets many of our requirements, e.g., the
graphical representation of process flows, Annotations and storage of graphical elements.
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Figure 13: Visually direct-manipulative Process Editor

Furthermore, processes can be instantiated as already mentioned above and can be implemented
by the BPMN structure, because the 1Ds of the elements in a process instance are identical to
those in master processes. Thus, it is clear which elements must be replaced. The process editor
makes it possible to create complex processes, sub-processes and process flows. It has been
extended by KPP annotations, so it is possible to assign individual process steps to specific
organizations, persons, groups, abilities, tools and much more. In addition, documents from a
repository can be inserted into processes and can also be annotated.

KPP Mediator Approach

At this point of development, only implementing the first Mediator (SPPM), was initially
considered. In this initial step of production planning, mainly meta and raw data are processed.
That means, usually CAD-, STEP-, IGES- and XML-data are used to derive the typical required
dimensions, machines, tools and skills for the product to be produced (explanations for Fig. 19).
For this reason, we have focused on the two most important formats in production, STEP and
IGES. For the development of a suitable wrapper, we have used the full range of commands and
identifiers of several examples to create a database for a global format. RDF is used as the
central and global data format. In the later development, all wrappers respective all mediators
should convert the various local data into RDF. This transfer makes it possible to make semantic
queries to the local data sources using SPARQL.
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Mediation

Please select a Project:

IPhone Cover

Please Enter a SPARQL query:

Select ?vart WHERE {?var1 is PRODUCT}

| Display Identifiers | | Send Query |

These terms and relations may be used in a SPARQL statement:

Terms (Identifiers) Relations Already send Queries (click to reuse)

ADVANCED_FACE is Select 2var1 WHERE {?var1 is SURFACE_STYLE_USAGE}
APPLICATION_CONTEXT contains

APPLICATION_PROTOCOL_DEF count

AXIS2_PLACEMENT_3D
B_SPLINE_CURVE_WITH_KNOTS

CARTESIAN_POINT sel VHER

F?éure 14: SPP Mediation WlthSPARQLQuery

The sequence of such a query is designed so that all relevant raw files are assigned to the
mediation and the user automatic receives the possible identifiers, e.g., drillings, dimensions, etc.
out of these files in real time, see Figure 14. With this information, he is able to formulate a
typical SPARQL-Query and can query the desired information. For example, a user could make
the request “Select? Varl WHERE {? Varl is PRODUCT}” And obtains a list of the names of
the individual products contained in the files. As already mentioned, the development and
implementation of the mediators and wrappers are still in its infancy.

Classification of Production Processes in KPP

As already mentioned above, the KPP application® extends the WPIM application. In the
following our KPP knowledge representation method classifies production processes into three
main types. For each type we created an example in the KPP application. Moreover, we
appropriately modeled and described each example in the KPP editor.

Logistical Production Processes

We have constructed a sandbox approach example. A simple miniature staircase can be produced
using toy building blocks as components which can in turn be produced using, e.g., a 3D printer
(see Additive Production Processes). Therefore, the production planning for this sandbox
example can be carried out using the KPP PoC prototype. To do this, a new KPP project has to
be created and the various types of content, information, and data resources of this KPP project
has to be determined. For example, in the case of the miniature staircase, these resources are,
e.g., the 3D models of three different types of toy building blocks as well as the blueprint of the
staircase (see Fig. 15), the feature-based design, the machining technology and constraints, as
well as the main manufacturing plan. This necessary content, information, and raw data in
various formats will be collected and integrated from different formats and from various sources.

? http://kpp.fernuni-hagen.de
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These sources are assigned to an MFB and then integrated into the staircase KPP project and
handed over to the SPP, where the production planning resources will be processed.

Building Blocks

=ﬁ D AxP1

3D-View

Figure 15: Simple miniature staircase example with
three different toy building blocks

The individual resources are assigned to individual production tasks. The mediator functionality
is used to normalize and integrate the various resources and to convert them into a globally
integrated semantic schema being encoded in a uniform syntax. In this way, the data is
retrievable for humans and the illusion appears of querying one single, integrated database with
one integrated schema. At the same time, the individual production process plan can be defined
in the KPP process editor. A start and end point must be created, and individual process and sub-
process steps must be defined and linked together. The individual steps can then be annotated
with explicit knowledge from the sources as well as implicit or expert knowledge from
employees. Finally, all information and results are again stored in an MFB and transferred to the
second process step, the ECPP. This step runs like the SPP, but the information from the first
step will be expanded and provided with new data. The goal is to obtain in the end an machine-
executable production code that can be directly downloaded and executed on a suitable machine.
In our sanbox example a simple schedule will be created that 3D-prints the toy building blocks
one after the other. The data can also be annotated in this step.

Same Step spacing, Design and Composite construction

Building Blocks
4xP4

3x P& 1

@, e r

3D-View

Figure 16: Simple miniature staircase example with
same step spacing and composite construction

In addition, the instantiation of a process will also be applied in this step. Let us assume, we

would like to optimize the current staircase (e.g. equal height of steps) or enlarge it (four instead
of three stair steps), then all the information of the normal staircase from SPP is still completely
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correct and usable as a basis for the new staircase. However, we could, for example, introduce a
new part and thus adapt the height of the steps, the design and connect every individual step with
each other (see Fig. 16). Finally, all information and results are stored in an EFB executable on a
suitable machine but not optimized on the entire shop floor (production area). This EFB will be
transferred to the third process step, the OPP. The last step, the OPP, runs like the other two
previous steps. However, in this step, all current data from the given shop floor and basic
dependencies will be introduced. For example, block 1 cannot be produced before block 2, but
block 3 can be produced simultaneously with or before block 1.

Additive Production Processes

The logistical approach can be consistently further developed. It is also possible to print the
bricks from the toy building blocks example by 3D printers or to print the complete staircase in
one piece with a printer. The KPP procedure is similar here except that now the Production
Ontology for Additive Processes and a suitable material has to be choosen. In the case of a 3D
printer, for example, a suitable PLA Filament out of the plastic working environment (see Fig.
17).

Figure 17: 3D-Printer printing a toy building block

First, a new KPP project is needed again and has to be created and the various content,
information, and data resources of this project have be determined. For the miniature staircase,
we can instantiate the process out of the previously used Logistical Production Process and thus
use again the 3D models and blueprints of three different types of toy building blocks, the
feature-based design, the machining technology and constraints, as well as the main
manufacturing plan. This necessary information and raw data will be collected and recorded out
of different formats and from various sources. These sources are assigned to an MFB and then
integrated into the staircase project and handed over to the SPP, where the production data will
be processed.

After normalizing the various sources and define the process in the process editor, the second
step in KPP is the ECPP. Here will be create a rough but concrete and correct schedule for
applying the filament. The STEP file of the simple toy building block will be broken down into
so-called slices. Each slice contains a timetable and a roadmap with several XYZ coordinates. To
complete a block slice by slice must be printed successively (see Fig. 18). This layering and
coating of the layers then results the whole toy block.
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Figure 18: Simple illustration of a toy building block slice
for slice for 3D-Printer

In the third step in KPP, the OPP, the rough plan is further substantiated by actual data from the
shop floor and made more effective. This means that the task will be assigned to an appropriate
machine which e.g. with at least tasks or is in idle. For example: there are three matching 3D
printers and one of them is already in use. In this way, a first optimization can be achieved
because bricks can be printed in parallel on two printers, or two different blocks can be drawn
simultaneously sequence by sequence on the same printer. Therefore, the output of OPP is an
OFB - an optimized executable code considered all given machines and circumstances within the
shop floor. Through that, all machines are appropriately utilized and not left idle.

Subtractive Production Processes

Basically, you could say that a subtractive production process runs inversely to an additive
production process. Successively certain parts are removed from a workpiece, e.g. through a mill
or a drill. Givehchi et al. [23] [24] have introduced a method how an MFB containing product
design and feature information could be processed in a DPP environment. They have shown that
similar product component features can be summarized and grouped as a nested directed graph
of generic setups. They show that based on a simple product component example (see Fig. 19)
which is, e.g., produced from a block of aluminium raw material.

]
qE ‘//"
,/,’; s
i AA(1:1)

Figure 19: Exemplar Product Component Model [23] [24]

57



ICDL 2019: Invited paper

In this third example, KPP also proceeds in the same way as the other two. First, a KPP project
has to be created and its resources assigned in KPP. In the SPP part, all important product
features were extracted from local data sources and summarized unsorted as already mentioned
above. As seen in Figure 19, all features (F1 to F26) were labeled and initialized. All the same
or similar operations are summarized, e.g., such as Drilling (F23 to F26 bundle to Group G2), to
combine the workflows and to shorten the timings of production. Furthermore, also related
process steps will be summarized, such as drilling and milling (F2 and F7 are grouped (G1) with
two drilling groups (G2 and G3)). Moreover, must be decided based on “fixture information” and
various “constraints” which steps have priority over other steps. Out of this context so-called
Setup Classes (SC) will be formed, and their processing sequence be determined and thus a fixed
and directed graph of generic setups be generated. These SCs then have to be processed logically
step by step, one after the other, so that they are subtractively removed from the entire
workpiece, eg. an aluminum raw material block.

In the KPP second level - the ECPP, the planning process activities can continue to optimize the
production processes of the machines and tools. This important first level planning result of
grouping similar product features and building SCs in the product feature representation needs to
be forwarded in ECPP. Of course, the result must be forwarded again as an MFB including the
now existing nested directed graph of grouped generic setups and each of their corresponding
features. On the ECPP level, this input information will now be examined and will result in a
selection and assignment of possible machine specific data to the product feature representation.
In addition, the ECPP gets also an OFB from the underlying OPP. This includes the currently
available machine data such as machine-events, -status and -information to even further limit the
possible selection of machines and setups and determine the best sequences in the next DPP
Level which is OPP. To support the input that the OPP needs, the ECPP will now generate
relations between the delivered product feature and machining data. For example, the sequence
of two features is in form of two event relations between the function blocks. However, there are
also other event connections for other purposes that cannot be distinguished easily. At this point,
our mediation approach in conjunction with WPIM and the annotation function helps to
distinguish the various FBs.

Conclusion

As shown, our ongoing research in the field of process and production planning extends the
Upper Process and Resources Ontology, so called WPIM Ontology, by domain-specific
conceptsrelated to CAPP. The developed ontology will be used to model, describe and execute
processes in the domains of Manufacturing, Production and Assembly. This special extension for
the domain of production planning is so-called KPP. KPP uses two ontologies, one for planning
and one for production. The first ontology can be universally applied to all types of production
planning. The ontology for production differs depending on the type of production and the type
of material. We have introduced the different types of Production Processes - Logistic,
Additives, and Subtractive and have explained this on the basis of several suitable examples.

Further work will be the evaluation of the different examples, materials, and types of production.
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Furthermore, the integration of a Collaborative Manufacturing Change Management (CMCM)
as well as, Collaborative Assembly-, Logistics- and Layout Planning (CALLP) up to an
ontological representation of the entire Product Lifecycle Planning (PLP) containing Process
and Production Planning.
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New learning environment and Libraries: A
Marketing Challenge

Dinesh K Gupta
Professor of Library and Information Science, Vardhman Mahaveer Open University, Kota

Abstract

There has been lot of changes in higher education in India during the last five years. The
initiatives of Ministry of Human Resource Development of Government of India started with
online admission to the digital initiatives including offering MOOCs on SWAYAM, SWAYAM
Prabha, NDL, NAD and many more in higher education institutions by way of adopting
seventeen point programmes. Further, offering courses to the extent of full online courses has
become a reality now and a few universities have come forward to offer online programmes. It is
also envisaged that the learning has become lifelong rather than attaining in a particular age and
rely on that for rest of the life. Learning requirements are fast changing and multidimensional.
But one of the greatest challenges we face is how to encourage our institutions of higher learning
to become learning institutions themselves. The implication of the new learning environment is
likely to be on libraries as well. The pace of technological changes on the higher education and
libraries is so fast that they are unable to tap the potentials of the newer technological
developments and larger community is not benefitted due to absence of effective marketing
strategy —the greatest challenge of present time. Such issues will be discussed in the presentation.
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Augmented reality based industrial inspection,
maintenance, and repair: Deployments in India,
USA and Japan smart factories

Ramya Hebbalaguppe

Abstract

Over the past decade, information technology has transitioned from desktop to mobile
computing. With the extensive usage of smartphones, tablets, smart watches and head-mounted
devices, the corresponding interaction mechanisms have also evolved. With this paradigm shift
in terms of computing from office, home-office environment to an anytime-anywhere activity,
AR is truly a metaphor in situated computing. My talk centers on the use of computer
vision/deep learning for developing AR applications in a smart factory setting. In particular, |
focus on mass market reach via frugal solutions that are easy to replicate on hand-helds such as
smart phone. | demonstrate some in-house solutions developed at TCS research, New Delhi such
as multi-label placement, resource constrained neural network models, generic gestural

interface. | conclude my talk showing demos of industrial inspection deployments and highlights
the performance gains in terms of accuracy and turn-around time, reduction in cognitive load for
a person in task.
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Mobile-based Library Services: Big Ideas in
Small Devices

Margam Madhusudhan
Associate Professor & Former Deputy Dean Academics, Department of Library and Information
Science, University of Delhi, Delhi-110007.

Extended Abstract

Mobile technology has made dramatic changes in users' way of accessing information and opens
the door for a new kind of learning and also providing anytime and anywhere access to
information, processes, and communication. Mobile devices are rapidly becoming the primary
way to access online information. They offer a new channel for accessing information and
sharing with others. They are superb at delivering different kinds of resources, streamed video
and music, written and spoken literature, travel directions, games, photos, etc. The compelling
demand for mobile devices has one valid reason that they enable flexibility for users and libraries
to access up-to-date information ubiquitously. Hence, Bring Your Own Device (BYOD), the
practice of students bringing their smartphones, tablets, or other miniature devices to access
information in a ubiquitous environment, is a common trend across different academic
institutions.

Mobile library applications open doors for libraries for myriad opportunities. In the age of
"information on the go™ libraries, particularly academic and special libraries, can serve their
users by leveraging the growing capabilities of mobile technology. Many initiatives are adopted
by libraries in developed countries to expedite their existing library services and to make them
mobile-friendly. With a good Internet speed, a user can access information with ease anytime,
anywhere, his or her library. Thus, providing library services via mobile phones expands the
scope of the library services, and a library takes a giant step toward becoming an around-the-
clock service.

Further, libraries are offering new services to patrons through mobile web services that can help
them to easy access without constraints of time and space, services that the users expect from the
communities, and content providers. Libraries are always anxious to leverage the modern mobile
technology that most of their users are using, such as smartphones and other sophisticated
devices to deliver robust services with convenience. These devices are made ready through many
library mobile initiatives to integrate library services with a user's daily lives.

Interestingly, no library in India has taken any initiative to implement mobile devices in the
library services fully and not mobilized their existing services to mobile Web so far, and there is
no plan to do so in the near future. Because libraries in India are facing a considerable and never-
ending challenge, how to keep pace with the rapidly changing technological landscape, lack of
skilled human resources, and ensure the services they provide tap into the new technologies
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which are infiltrating society. They can mobilize and expand their existing services by offering
mobile access to their websites and online public access catalogues, by supplying on-the-go
portable reference services and by providing mobile access to e-books, journals, video,
audiobooks, and multimedia content. This unavailability of mobile library services in the mobile
world would ultimately create a gap between libraries and users.

The image of a library as an impervious vault wherein librarians serve as the gatekeepers,
guiding patrons through myriad stacks, has become outdated. Today's libraries need to take a
new channel to provide their resources, services, and Research tools to today's generations and
stay tuned with users. Therefore, librarians must understand mobile devices and provide services
through them. It has become an important issue to develop methodologies or tools to assist the
user community by providing them easy access by developing information services on mobile
devices.

Therefore, considering the potential for fast information access in miniature devices anytime,
anywhere with mobile technology. The invited lecture highlights the problems faced by the users
in accessing information on their mobile devices and how to enhance the existing library services
into Mobile-based Library Services. It will also touch on various facets of mobile library
services, such as Mobile library website; Mobile library catalogue; Library Apps; Library SMS
notification; SMS reference service; Use of Quick Response (QR) codes in library services;
Mobile collections; Mobile Audio tours; Mobile Augmented Reality; Mobile instructions;
Mobile databases, and Mobile services for Persons with Disabilities.
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Big Data and Cloud Computing in Bioinformatics

A.K. Mishra
Principal Scientist & Head, Agricultural Knowledge Management Unit, ICAR-Indian
Agricultural Research Institute, Pusa Campus, New Delhi-110012

Abstract

Big Data analytics is the technique of collecting, organizing and analyzing huge datasets to
discover useful patterns and relevant information. Over the years, the quantity of biological data
has been increasing in the form of DNA/Protein sequences, metabolic pathways, interactions,
and three- dimensional structures. Biological data analytics is crucial for agricultural
development. Along with this, weather forecast and irrigation related data is also important and
needs to be stored and analyzed. Big data analytics is often associated with cloud computing
because the analysis of large data sets in real-time requires a complex platform. Hadoop is a
platform to store large data sets and Map Reduce to Coordinate, combine and process data from
multiple sources. Hadoop is a software ecosystem for massive parallel computing and Map
Reduce is a computational model that spreads the computation across a potentially endless
number of servers. Amazon offers a variety of bioinformatics-oriented virtual machine images
like Bio-conductor and Bioperl and also provides several large genomic datasets in its cloud.

Big data emerges from the advancement of technologies like next generation sequencing, which
involve huge amount of data including parallel algorithms, statistical methods and machine
learning techniques with various features and validation procedures. The volume, velocity,
veracity and variety of agricultural databases in post genomics era, mainly due to affordable,
reliable and new generation analytical technologies, have made the importance and application
of big data analytics on cloud platforms in agricultural research and applications inevitable.
Cloud computing for big data analysis and interpretation is essential for sustainable agricultural
development. In agricultural aspects, technologies like Agro Mobile which is a cloud-based
framework on mobile, Agri-Cloud for agricultural data storage, processing and analysis is based
on Management of agriculture data (MAD)-cloud and MAD-Expert Service Module. With its
application sharing and cost effective properties it is useful for all and should be made
accessible. Big data analytics and cloud computing with respect to agriculturally important
plants and animals is crucial for progressing towards a sustainable livelihood and development.
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Digital Knowledge Era and the Future of Work:
Challenges and the Current Status of JST
CyborgCrowd Project

Atsuyuki Morishima
University of Tsukuba, Japan

Munenari Inoguchi
University of Toyama, Japan

Keishi Tajima
Kyoto University, Japan

Itaru Kitahara
University of Tsukuba, Japan

Abstract

JST CREST CyborgCrowd Project is a Japanese government funded project that started in Dec.
2016 to extend crowdsourcing technologies to deal with hybrid workforce comprising of human
and Al-powered machine workers (what we call Al workers) in the new digital knowledge era.
The project has two goals: (1) to extend the traditional work force to include a diverse set of
workers, including Al workers and people who were not considered as a part of workforce in the
traditional organizations, and (2) to automate the task assignment process and dynamically
optimize the assignment in terms of not only employers’ but also workers’ viewpoints. The
project is also expected to conduct proof-of-concept experiments with real-world applications,
based on the middleware that implements the research results. This paper overviews the project
and gives the challenges and the current status of the project.

Keywords

Crowdsourcing, Al, Bigdata, Future of Work, ELSI (Ethical, Legal and Societal Issues)

Introduction

In the past, the cost to hire people to perform tasks was expensive. Therefore, it was reasonable
to develop teams with only workers who had full commitment to perform your tasks.
Crowdsourcing caused a long tail revolution in the workforce building. Today, we can easily ask
a huge amount of people online to perform your tasks — They may be volunteers (e.g.,
contributors to Wikipedia) or paid workers (e.g., Turkers on Amazon Mechanical Turk).
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JST CREST CyborgCrowd Project is a Japanese government funded research project that started
in Dec. 2016 and is planned to continue until 2022 March with an overall budget of about three
million USD. The objective is to develop fundamental technologies for the new digital
knowledge era we can access a diverse set of workers who were not considered as a part of
workforce in the past (Figure 1) to solve massive labor-intensive problems.

Japan Science and Technology Agency (JST) is an independent public body of the Ministry of
Education, Culture, Sports, Science and Technology (MEXT), and CREST is one of JST’s major
funding schemes for stimulating achievement in fundamental science fields. The project team
consists of four groups from three universities: University of Tsukuba, University of Toyama,
and Kyoto University. Each group also has members from other universities and as a result, the
project has more than 25 researchers as research participants and collaborators world-wide.
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Figure 1. Crowdsourcing caused a long-tail revolution in the workforce building. The JST
CREST CyborgCrowd project addresses technologies for exploiting a hybrid workforce
comprising a diverse set of human and Al (machine) workers with different commitment
levels

Goals, the Approach and Research Issues.

JST CREST CyborgCrowd project has two goals — (1) to extend the traditional workforce to
include a diverse set of workers, including Al workers and people who were not considered as a
part of workforce in the traditional organizations, and (2) to automate the task assignment
process and dynamically optimize it in terms of not only employers’ but also workers’
viewpoints.
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The approach is to extend crowdsourcing technologies to deal with hybrid workforce comprising
of human and Al-powered machine workers to solve massive labor-intensive problems. The
project addresses three research issues.

[Multi-channel Worker Recruitment and Integration Schemes] The first issue is how to
reach a diverse set of workers other than the people who sit in front of PCs or are using
smartphones, through different channels for worker recruitments. Examples of such workers
include Al agents (Al workers), people who are walking, and people who have disabilities so
that they have problems in doing ordinary microtasks.

[Automatic Task Assignment and Dynamic Optimization] The second topic is how to
automate the process of specifying workflows, assigning tasks and dynamically optimizing the
assignments. The optimization must consider not only employers’ but also workers’ viewpoints.
For example, we may need to consider the psychological stress of workers in the task assignment
changes. In addition, since executing the workflow involving crowdsourcing tasks takes a long
time in general, the optimization should be on the fly without restarting the workflow from the
beginning.

[Middleware-based Experiments with Real-world Applications] The third topic is to conduct
proof-of-concept experiments with real-world applications and obtain feedbacks from users for
our further research. We implement some of our research results on Crowd4U, an all-academic
open crowdsourcing platform [9]. We expect that the most promising applications are those that
have labor- intensive massive problems.

Challenges and the Current Status

%
3 - | » L
) } : sensor 55
v 77
- v

3‘,'

& T
1 100 casnnnnnnn il - 2

27 202 ©

R Wiy -
i 1 A o Programmers
—

Al Workers
Does this page
contain pictures? ° (e
perform tasks via API %
o

Figure 2. Examples of new channels for recruiting workers: [Left] People walking on the
floor, [Top Right] visitors to world heritage sites, [Bottom Right] Al workers who
perform the same tasks as those for humans via API.
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Multi-channel Worker Recruitment and Integration Schemes

The challenge in multi-channel worker recruitment is to develop new channels to recruit workers
and devise integration schemes for utilizing workers from the channels. The challenge in the new
channel development here is that we have to not only reach new types of resources but also make
them serve as a part of “workforce.” Some of the new channels we developed so far are given in
Figure 2. First, in September 2017, L-Crowd Project, which is a nation-wide library
crowdsourcing project in Japan [10] made an open call for Al workers, which are Al programs to
perform the same bib identification tasks as those for human workers [8]

Second, we developed a scheme for quality management of the task results given by people who
perform the microtasks projected onto the floor while walking [5]. The heart of the scheme is the
classifier to distinguish the people who intended to perform tasks and those who just walked on
the projected tasks without any intention to answer them. We also found conditions for
determining whether we should use the classifier or not for obtaining better results. This way, we
can incorporate the people walking on the projected tasks in the workforce.

Third, we developed a scheme to incorporate visitors into the workforce to help us to survey the
status of the world heritages. The idea is to build 3D models from a set of photos they take in the
venue (Figure 2). To incorporate them into the workforce, we developed an overlay processing
method to improve the quality in the situation where are the conditions of the taken photos (such
as the background of objects and the sunshine condition) are different to each other [12].

We also clarified the conditions for the hearing impaired people to efficiently perform tasks to
translate a sign language into a written one [15]. This way, we have explored several new
channels for recruiting workers that we have not reached in the previous typical crowdsourcing
contexts.

Automatic Task Assignment and Dynamic Optimization
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> CrowdSheet Crowdsourcing platform

[ ]
i —T T =1~ mmmg———————— '?
1
"-'_'_“’“;_"t’iﬂ_'l"l__ ! 'How old are you ? i
Howold areyou? | =entryTask(A2) :__ _ ] suamr l]
TUw aia arcyva™

How oldareyou? | 28 =entryTask(A3)|

=AVERAGE(B. :B3)

s [_suem | RETRIEVE

EBEEE

Submit description and generate tasks

Only press
submit button

wiite [ ;
PRMANONY " Tasks 18283

Submit
Task 1&2

With
CrowdSheet
Without
CrowdSheet

Elapsed time

Tasks 182 Preprocess Suomt - B2

— )
Wait for tasks complete

Figure 3. [Top] Microtasks written in CrowdSheet are automatically submitted to crowdsourcing
platforms and the results are inserted into the spreadsheet cells. [Bottom] Therefore, complex
dataflows involving micrcotasks are automatically executed without manual intervention [14].
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The challenge here is to free people from the hard work of developing, deploying and optimizing
workflow and task assignments. The multi-channels for worker recruitment give us a larger
optimization space, so that we can conduct novel optimizations, such as those between humans
and Als, and those between crowdfunding and labor contributions. In addition, since the
CyborgCrowd vision is about the future of work, the optimization should be performed not only
in terms of employers’ but also workers’ viewpoints. So far we developed several techniques
related to these issues.

For the rapid development of complex workflows containing crowdsourcing tasks, we developed
CrowdSheet [14], which is an easy-to-use, one-stop tool for implementing complex
crowdsourcing (Figure 2). CrowdSheet provides a spreadsheet interface for easily writing
complex dataflows with a variety of microtasks, with crowdsourcing services such as Amazon
Mechanical Turk (MTurk) in its backend. The focus is on making it easy for a wide range of
people to exploit the power of complex crowdsourcing. Our design principle separates the
concerns on aspects such as quality and costs from the essential logic of applications;
CrowdSheet accepts independent modules implementing techniques for generating alternative
execution plans [13] With CrowdSheet, the user is released after writing simple expressions and
pressing the submit button. Tasks are automatically submitted and the spreadsheet cells are
gradually filled with the results of completed tasks. Because of its simplicity, the spreadsheet
paradigm has been widely accepted by people who are not IT experts. Each cell contains either a
value (numerical or string) or a function to compute a value whose parameters are often taken
from other cells. CrowdSheet builds on this paradigm and provides two predefined functions to
define and invoke tasks, whose parameters are often taken from other cells. We conducted a
theoretical analysis to identify the expressive power, and we evaluated whether ordinary
spreadsheet users can use CrowdSheet to write complex crowdsourcing applications by
recruiting users via a crowdsourcing service and asking them to write applications with
CrowdSheet.

Crowd

join b g leave

Reality:
Unbalanced skills
among groups

|IO4
< pe -
De

93 "Movement
causes mental
stress

Ideal:
Balanced skills
among groups

lpe -
<ape- .

Figure 4. Task assignment changes cause psychological stress to workers. We
developed a strategy that exploit a cognitive characteristic of humans, for moving
people to keep the average skill of each group balanced with less psychological
stress [6].
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For an optimizations, we devised several techniques that consider human and social factors in the
task assignment process [2][4][11]. For example, we addressed the problem of forming worker
groups assigned to the same task in a task stream that requires more than one worker (Figure 3).
The objective is that we want to balance the skills of workers in the worker groups. If the skills
are balanced among groups, aggregations of the task results should be uniform in quality, which
would avoid dissatisfaction caused by the curve of quality utility [16]. However, in
crowdsourcing, workers can join and leave a queue. Therefore, we must restructure worker
groups in a queue based on worker behaviors. On the other hand, this restructuring causes
psychological stress in workers such as confusion or irritation; a clear trade-off exists between
dynamically optimizing the distribution of skills among groups and the number of re-
assignments of workers that often cause psychological stress. We compared three strategies in
terms of the skill balance among worker groups, the quality of the final outputs, the number of
worker re- assignments of workers, and psychological stress felt by workers. We found that one
of the compared strategies yields good results based on these measures [6].
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o
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0 2000 4000 6000 8000 10000
# of tasks answered by human workers

Figure 5. [Left] The problem is to determine which tasks should be done by Al workers to satisfy
quality requirements. [Right] We devised a statistic-based method that can dynamically control
the task assignment. X-axis is the number of tasks done by human workers, and Y-axis is the
number of completed tasks by either human or Al workers. p is the parameter representing the
quality of the results. When p is smaller, our method completes all the tasks with a smaller
number of tasks assigned to human workers.

An interesting challenge is to develop effective and automatic ways to combine contributions
from Al and human workers. As mentioned in the previous subsection, we model external Al
programs as unknown Al workers. We devised a statistic-based method to dynamically
determine when the task results by Al workers should be accepted (Figure 5). This method
dynamically assigns tasks to human and Al workers while supplying the task results obtained by
human workers to the Al workers as training data. The automated method for the integration
process will provide a solution that not only is more scalable than manual integration, but also
allows a wide range of people to exploit the power of Al technology, because the hybrid
(Al+Human) crowd model frees them from the hard work of not only developing the Al
programs but also integrating them to solve their problems effectively.
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Middleware-based Experiments with Real-world Applications

The challenge in this issue is to develop middleware that implements the research results and use
it for real-world applications so that we can conduct proof-of-the-concept experiments and obtain
the feedback to know the real-world requirements related to our research. We implement our
results on Crowd4U. We assume that our CyborgCrowd technologies are effective for solving
labor-intensive data intensive problems. The natural disaster response is one of the promising
applications.

In July 2018, we conducted a cyber natural disaster drill in Tsubame-city, Niigata prefecture,
Japan. Our experiments were conducted in the frame of disaster drills that the town of Tsubame
organizes twice a year, and this time new technologies were employed in order to gather
different sets of information and reflect on solutions to real-world problems that can be
addressed by implementing, in an effective way, the collaboration between crowdsourcing and
Al [1]. On the early morning on July 1st, members of our team attached the signs along the
streets using pink curing tape (Figure 6). For the signs that were placed on the residents’ houses,
we attached the pink curing tape on with on construction paper and fixed them on walls, pillars,
etc. These signs stood for ‘damaged water pipes’, "collapsed building’, “collapsed walls’ and
‘damaged road.’
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Figure 6. The places of signs in the Tsubame-city cyber natural disaster drill

In the drill, we wanted to know whether people in the disaster venue can serves as in-situ
workers to develop a disaster situation map. The participants to the drill were asked to recognize
and memorized those signs. Once arrived at the designed evacuation center, the citizens were
asked to remember where they had seen the signs and mark their position on a virtual map,
previously prepared with the help of drones, using tablets. The position was made available for
them to check on a big monitor. In the occurrence of an earthquake drones can also be employed
to check the position of collapsed building so to collect real-time information. And as soon as the
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exercise began, the residents found the signs, memorized their positions and carried out
evacuation. We put tablets on the evacuation sites for workers to report the places they saw
signs. On the other hand, we collected images from drones and generated microtasks for online
workers for comparison of online and the in-situ workers.

We found that the in-situ crowd worked well in terms of the speed and the result quality. The
accuracy of the task results were 69 to 86% [1]. We also found that online workers produce
comparable results. This suggests us that we can combine the results from different kinds of
workers to improve and find important information (such as the missing report from the in-situ
crowd may suggest serious damages in the venue).

In October 2019, we will conduct an international cyber natural disaster response drill with
Ehime prefecture, Japan and Banda Aceh city, Indonesia (Figure 7). During the drill, starting
from participants in Japan and Indonesia, many others will be recruited worldwide for
developing a disaster situation map. Using the aerial photographs of the 2018 West Japan Flood,
their aim is to uncover the flooded areas as quickly as possible by bringing together the
collective power of human and Al workers, which are developed through open recruitment on
crowdsourcing services.
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...... fi \
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people & Al agents
Disaster prevention and

from all over the world

crisis management of Ehime

Figure 7. Indonesia-Japan Cyber Natural Disaster Drill with CyborgCrowd/Crowd4U
Technologies

Participants from all over the world will judge the flood situation from satellite images and aerial
photographs. At the same time, Al workers learn the judgment results and estimate the total
damages. The results of human assessments and Al estimation are put together and send back to
the affected area (Ehime Prefecture) to speed up decision making for disaster response. This
represents a new form of support that consolidates the power of remote participation of people
and Al in the new digital knowledge era.
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We have also been working with the library community and academic societies. As mentioned in
Section 3.1, Kyoto prefectural library called for Al workers that perform microtasks for the
comparison of bibliographic records in their union catalog in September 2017, to integrate
bibliographic records of

Kyoto prefecture area. The project members reported that the Al workers could produce
reasonable results [3]. In 2018, we developed a session program draft for VLDB 2018 [17] by
the ‘authors-in-the- loop’ approach [7], which helped PC chairs reduce the amount of time to
produce sessions by half.

Summary

This paper explained JST CREST CyborgCrowd project, a Japanese government funded project
for extending crowdsourcing technologies to deal with hybrid workforce comprising of human
and Al- powered machine workers in the new digital knowledge era. The project has two goals:
(1) to extend the traditional workforce to include a diverse set of workers, including Al workers
and people who were not considered as a part of workforce in the traditional organizations, and
(2) to automate the task assignment process and achieve a balanced and dynamic optimizations
in terms of not only employers’ but also workers’ viewpoints. In addition, we conduct proof-of-
concept experiments with real-world applications, based on the middleware that implements the
research results. This paper overviews the project and gives the challenges and the current status
of the project. Some results have already been made open to public. We believe that the
challenges addressed in the JST CyborgCrowd are essential for designing a better future of work
that comes in the new digital knowledge era.
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Re-Imagining TCS Information Resource Center
(IRC) the Business 4.0 way

Sanjukta Ray
Global Head, Information Resource Center (IRC), Tata Consultancy Services

Abstract

TCS IRC as one of the key corporate functions of the parent organization has continuously
endeavored to align itself with the organization’s vision. The impact of Business 4.0, enabled
through TCS’ digital directions in the form of four key technology pillars: Intelligence, Agility,
Automation and Cloud, has mobilized changes in the IRC's Services.

The IRC has not only leveraged the organization’s ecosystem, technology, resources and
infrastructure but also included its stakeholders in its process of development. It continues to
build on its formidable repertoire of resources, to enhance learning and knowledge of its four
hundred thousand strong associates spread across the globe. Through the creation of value-
adding information products & tailored content it strives to keep the organisation up-to-date and
business ready. Its Services have been remodeled to improve productivity & delivery
mechanisms, opening up a path towards an agile transformation. It has embraced risk as a
positive propeller in its investments in resources and adoption of flexible service patterns.

A reimagined IRC is visible in the synergy it has created to help TCS remain informed and able
to retain its business edge.
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Innovative Professional Skills and Challenges for
21st Century Academiclibrarianship in Delhi-
NCR

Projes Roy
Dr.Projes Roy, Librarian, Shaheed Rajguru College of Applied Sciences for women, University
of Delhi, Vasundhara Enclave, Delhi-110096, India

Introduction

An academic library is the heart of an institution. Dr. ShankarDayalSharma,9th President of
India said, “A library is more important than a university because a library can function without
a university whereas a university cannot function without a library.”The 21st century full of new
challenges, new inventions, new services and opportunities. Now library service has changed by
the influence of computers, microelectronics and communication technologies.

Objectives

The paper studied to review skills needed by library and information science (LIS) professionals
in Indian context in the twenty-first century and suggestednew approaches towards skill
development, to identify impact of professional librarianship on users satisfaction, to identify the
different modes of achieving the modern professional skills by the librarian, to identify overall
level of satisfaction with the extent of their professional development, to study the organizational
support regarding professionals skill enhancement

Methodology

The above study has conducted in two phases, in the very first phase the study has chosen the
different undergraduate college libraries under university of Delhi. The all selected library are
surveyed and interviewed the library staff to know the different challenges in professional skills.
In the second phase of study the some of the most prestigious higher educational institutes and
universities has taken into the study. The institutions were surveyed and staff member of its
library were interviewed. A separate user’s interview was conducted to know the users need and
satisfaction.

Findings

Majority of the libraries utilize their maximum funds on the procurement of e-resources.All the
libraries are automated, as far as staff strength is concerned, nearly all these libraries are facing
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challenges. In all the libraries, staff members are well qualified, competent and efficient to
perform their duties. The library staff in these libraries have the basic awareness of modern
electronic technology such as internet related competencies, library operation / automation
products, computer hardware peripherals and their usages.

Discussion

The study focused on the different category of skill and different challenges faced by the
professional. i.e.The Technical Skills: sift analyses, synthesize, assimilate, interpret and
reformulate the information accessed and retrieved. IT Skills: data in electronic form, indexing
techniques, selection and evaluation of sources, searching techniques, updating technique, and
information retrieval skills include online searching.The advance programming skills: system
administration, hardware maintenance and own trouble shooting, networking, system migration,
etc.

Conclusions

At the end of the study it has come to know that the environment of libraries are changing, now
new technologies are available that make work easier, professional need new skills to meet the
upcoming challenges.

Recommendations

The study has found that the majority libraries in Delhi NCR are having excellent professional
who are working towards the new technology innovation and meeting the day to day requirement
of the users with fullest professional approach. Majority professional are self-motivated and
trained themselves time to time. The users are mostly satisfied and avail new technologies, The
study found that the higher officers are mostly well aware about the professional skills and
challenges and they have routine training, but the lower level staff member need more training
and intuitional policy for skills awareness training program.
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Libraries, Integrity, and the Battle against
Untruth

Michael Seadle
Professor, Humboldt-Universitat zu Berlin, Director, HEADT Centre, Executive Director,
iSchools Inc.

Abstract

Even though Diogenes was said to wander ancient Athens searching for an honest man, there is
some evidence that he himself was not entirely honest and may have manipulated currency by
forging or debasing it. In ancient Greece, people could measure the value of currency by
weighing it and testing for the quantity of precious metals, mostly silver or gold. Weighing the
value of news and information is harder, but in some sense follows similar principles by
measuring both the quantity of verifiable fact and the use of logic. Some tools to do this are
available today. Publically available fact checkers can help, as can edited crowdsourced sources
like Wikipedia, if used cautiously, since the reliability of the facts can depend on the topic. The
quality of logic is harder to measure, not only because the rules of logic are not universally
understood or accepted, but because misleading (but nonetheless true) facts can logically lead to
false conclusions. It is the interaction of fact and logic that separates false information from
conclusions that are likely to be true, and a greyscale range often plays a role, since reliable
information is rarely a simple black and white matter.

People often view libraries as repositories of reliable information. To fulfill this expectation,

libraries need reliable tools. This lecture looks at what tools are available and what still needs
development.
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Tinker and Try - What does the Cologne Public
Library have to do with making knowledge cool?

Hannelore Vogt

Abstract

What is a library’s core strength? Only providing information? Whoever thinks this is, perhaps
unwittingly, out of date. In the context of digitization, the challenge for libraries lies elsewhere—
in making knowledge available! The dissemination of this rapidly growing resource is our way
of safeguarding the future. In the face of technological and social upheaval, libraries are places
of reorientation.

Patrons are not passive recipients, but curious participants. The new objective is for people to try
things out, to make things themselves, and to enjoy this newly acquired knowledge. Knowledge
can be acquired alone or in groups, online or in person, in analog or digital format; what is
paramount is the curiosity and joy of discovery.

Under the motto “Discover, Learn, Create”, the speaker will discuss current library trends and
the future role of the library. She will present unique methods of digital education and promoting
reading through play. The essence is future-oriented service offerings that primarily encourage
doing and rely on the active participation of citizens. Makerkids, gaming, virtual reality, coding,
robotics or digital storytelling are some examples of this.

She will use the experiences of the Cologne Public Library to demonstrate how library spaces
can be gradually adapted to meet changing requirements. The physical library space must
transform as well and become an inviting place of learning with high comfort that encourages
users to spend time — a so called “third space”. This transformation must, however, be
accompanied by teamwork, since innovation and change can only be successfully implemented
with a collaborative effort. So change management and staff orientation are topics as well.

There is no need for cultural pessimism, as the Cologne Public Library shows by example the
transformation of offerings and spaces that are possible in the digital age.
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Examining Twitter’ Conversation during
Indonesians’ Students Protests: User and
visibility analytics

Stevanus Wisnu Wijaya
School of Applied STEM, Prasetiya Mulya University

Abstract

Social media has been widely adopted for various social activism worldwide. In particular, literature
found that the digital platform contributes to coordinate, mobilize and organize various societal and
political movements such as the Arab Spring(Castells, 2015), the Indighados movement(Bennett &
Segerberg, 2012), the umbrella movement in Hong Kong(Lee & Chan, 2016) and the save KPK
movement in Indonesia(Suwana, 2019). The capability of social media to facilitate wide and massive
distribution of various information supports civic engagement and political participation. Moreover, the
capability of social media application to provide various spaces for interactions amongst users and to
facilitating a meeting, expressing opinions and debating a topic amongst various users, enable a support
for social and political change(Wijaya, Watson, & Bruce, 2018).

Regarding the growing interest of social media roles in facilitating social movement, therefore this paper
discusses online interactions amongst Twitter’ users of #hidupmahasiswa hashtag. This hashtag is created
to support the students rally demonstration against various new proposed laws in Indonesia which are
perceived affect to weaken the anti-corruption eradication commission and threatening the civil liberties.
Data is collected through Ncapture applications and analyzed using NVIVO qualitative data analysis
software. To reach a better understanding of the online interactions within the hashtag, this research use
two metrics as developed by Bruns and Stieglitz (2013): user’ activities metrics and their visibility within
hashtag participants. The first metric, user’s activities metrics will measure the most active users within
the hashtag through a simple count of tweets sent by each user. The number of tweets sent is divided into
two groups: original tweets sent and @mention sent. Original tweet sent is simply an original tweet
without any mention to other users. Then @mention sent is a tweet which mentions other users through
@’username’. @mention sent is divided into genuine tweets and re- tweets. Then, the re tweets can be
grouped into edited retweets and unedited retweets. The second metric, visibility of users within hashtag
examines the most visible users within a hashtag by simply measure the number of @mention received by
a user. Then, this indicator is grouped into two main sub indicator: genuine@mentions received and
retweet @mention received. The retweet@mention received is divided into edited and unedited messages
received.

This research found that the most active user is a user who retweet a massive amount of a single message

within a short period of time. It also happens for the second active users who did the same thing, sending
a massive amount of a single message in a short period of time.
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The number of tweets sent by user.
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When the message is filtered to original tweet, this research found that there is a little amount of original
tweets sent by user.
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I think that the most active users within a hashtag to support a rally of protest does not need necessarily
sending an original message, but the relevancy of the message with the aims of the activism could
influence the impact of the tweets.
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The Past, Present, and the Future of Information
literacy in the context of the 4™ Industrial
Revolution

Johnny Yuen
Pao Yue-kong Library, The Hong Kong Polytechnic University

Abstract

Information literacy, or IL, is an umbrella concept highly related to outcomes of study,
research, inquiry, career, and even life-long learning. At the same time, IL infers to a wide
range of skills, techniques, and capabilities. The concept has gone through significant
changes in definition over the past 40 years. This change could be perceived as the result
of the technological advancement of the information production cycle and context of
information dissemination. This paper discusses the vision and mission of a cross-
institutional information literacy project among eight university libraries in Hong Kong,
and the design rationale behind InfoLit for U MOOC, a MOOC tailored to facilitate 21st
century university study and research. As society continues to advance and Al-empowered
everything just around the corner, would IL still have its relevance in the 4th industrial
revolution?

Keywords

Information literacy, information production, practices, beliefs, dispositions

Information Literacy: An Ever-evolving Concept

Information literacy, or IL, is a person’s capabilities with information. The term was first
coined in 1974 by Paul G. Zurkowski, on behalf of the National Commission on Libraries
and Information Science (NCLIS) (USA) to describe the tools, techniques, and skills
learned by information literate persons to produce information solutions to their problems.
Forty years have gone, and this statement is still relevant today because the goal of using
information has not changed over the years, i.e., people need the information to solve
problems and reach their goals. However, it is the information production cycle, together
with the technological context of information production and dissemination, that make IL
an ever-evolving concept.
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Information in the context of technological advancement

In summary, two forces shape our information landscape over the past 40 years. First and
foremost, it is the combined effect of an increase in the number of information producers
and information distribution channels. What comes naturally is the lowered efforts in
collecting a vast amount of information in varying validity and reliability.

Back in the 1970s, information is produced by few who owns the equipment, disseminated
through specialized channels at ground speed. Computers, as information consumption
and authoring tool, were new inventions. Intel 8086, the first personal computer affordable
by individuals, was not released until 1976. Information products produced by computers,
in printed form or saved on physical mediums like magnetic tapes, floppy disks, could
only be disseminated or transmitted on ground speed. Another medium of information
influential to the general public is the wide-spread adoption of personalized medium
consumption devices, like portable cassette players and the sales channel of records and
tapes.

As technologies advance, the agency and autonomy of production of new mediums, like
video shooting, are put in the hands of ordinary people in the 1980s. Video cameras,
recording machines, and video cassette tapes quickly become household electronics
affordable by many. However, the dissemination of home-made videotapes is still limited
to ground speed. Real-time live transmission by satellites is still limited to television
stations at a very high cost.

The 1990s see the bloom of multi-media and dial-up internet, enabling access to a vast
amount of rich content at a lower-than-ever production and distribution cost. In the 1990s,
computers with more processing power and high storage capacity through CD-Roms are
much more wide-spread. Information is not only distributed in a single modality, but they
also become multi-media. Although it still operates at a limited speed, e.g., 14k or 28k
dial-up, information is being transmitted and distributed anywhere on the earth at an
unprecedented rate. Today, high-speed internet and social media radically transform
information production and consumption. Practically any internet users can distribute
content and ideas to all internet users. Under such a context of technological advancement
at an exponential speed, facilitating a critical mind is more future-proof than teaching
techniques.

Catching-up with the context: From IL as operations to IL as
dispositions

The ever-changing information landscape and information and communication technology
over the past 40 years have spawned new ways of interactions with information and
corresponding effects on and among individuals. Under such context, many scholars and
organizations had spent lots of effort to capture snapshots of ‘'what IL is at a particular time
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and social context', to benefit students and people's work in information-intensive settings
(Table 1).

Professional library bodies had been very active in suggesting IL models over the past 40
years, due to historical factors like knowing how to find relevant information in a physical
library setting was detrimental to the success or failure of study and research. Form the IL-
as-operation-skills perspective, learners' need to master generic techniques and skills to
utilize information tools of the era is emphasized. For example knowing when they have a
need for information, be able to identify sources of information needed to address a given
problem, locate required information, evaluate quality of the information, thus organise
and use the information effectively to solve the problem or issue at hand (Zurkowski,
1974; ALA, 1989; ACRL 2000). Hence library-designed frameworks and training put
much emphasis on four vital aspects of library search skills, including finding information,
evaluating information, using information, and avoiding plagiarism. The Information
Literacy Competency Standards for Higher Education proposed by ACRL (2000) is the
pinnacle of operation-oriented models of IL. The ACRL's IL competency standards is a set
of abilities requiring individuals to "recognize when information is needed and have the
ability to locate, evaluate, and use the needed information effectively.” Each of the seven
standards describes indicators of satisfactory performance as well as observable outcomes.
However, since information literacy is context-sensitive, these frameworks need to be
updated from time to time and adapted into different subject disciplines. For example,
ACRL has adapted the IL competence into more than a dozen subject-specific competency
standards, including nursing, psychology, teacher education, and so on.

On the other hand, disposition oriented IL models pay detailed attention to the different
facets of people's relationship with information. These facets include cognitive, meta-
cognitive, or socio-metacognitive understandings and experience of information, and how
do these experiences make up one's experience. For example, Bruce's (1997, 2008)
informed learning focuses on six frames, or in her term 'lenses’, of how information
literacy underpins learning in general. These six frames are the content frame, the
competency frame, learn-to-learn frame, the personal relevance frame, the social impact
frame, and the relational frame. Bruce (1997, 2008) had further elaborated specific details
and differences in focus of each of the six frames along view of information literacy, view
of information, view of learning and teaching, curriculum focus, view of content and
assessment, in order to inspire teachers to design teaching activities that facilitate informed
learning from the above mentioned frames among learners.

ACRL's framework for information literacy for higher education (2015) is another
example of disposition-oriented IL model. The ACRL 2015 framework, rather than a set
of standards or outcome indicators, is a cluster of interconnected core concepts, with
flexible options for implementation in the higher education setting to promote the kind of
knowledge construction that happens in higher education settings. Its frames include
descriptions about the construction process of knowledge, how subject authority came by,
and details of information creation, research process, and the academic community. When
it rolled out in 2015, it has stirred lots of controversies in the librarian community as many
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had argued the dispositions in the new framework is not “teachable™ at library workshops

and events.

Table 1. Information literacy models and theories (selected) since 1974.

Report written on behalf of
the National Commission on
Libraries and Information
Science (Zurkowski, 1974)

»Techniques and skills™ learned by the information literate "for utilizing
the wide range of information tools as well as primary sources in molding
information solutions to their problems"

Presidential Committee on
Information Literacy: Final
Report (ALA, 1989)

Information literate people know how to find, evaluate, and use
information effectively to solve a particular problem or make a decision---
whether the information they select comes from a computer, a book, a
government agency, a film, or any number of other possible resources.

The six frames of informed
learning (Christine Bruce,
1997)

A relational model of six frames of IL at situations of learning
1. Content frame \ 2. Competency frame \ 3. Learn to Learn frame \ 4.
Personal Relevance frame \ 5. Social Impact frame \ 6. Relational frame

Information Literacy
Competency Standards for
Higher Education (ACRL,
2000)

Information literacy is a set of abilities requiring individuals to “recognize
when information is needed and have the ability to locate, evaluate, and use
effectively the needed information.”

Framework for Information
Literacy for Higher
Education. (ACRL, 2015)

Six concepts that anchor the frames of IL

Authority Is Constructed and Contextual \ Information Creation as a Process
\ Information Has Value \ Research as Inquiry \ Scholarship as Conversation
\ Searching as Strategic Exploration

The Present: Incepting students with motives to transform
information-related beliefs and practices

The InfoLit Project (2015-2018) is a teaching and learning related project, funded by the
University Grant Committee Hong Kong, to develop and implement shared interactive
multimedia courseware to enhance information literacy among students in eight UGC-funded
institutions in Hong Kong. The vital components of this project complement each other and
make up an “identify, design, collaborate & embed” project sequence to promote teaching and
learning of IL for analytical, creative, and wise use of information. The components are, 1)
investigate and build a knowledge base of students’ IL educational needs through qualitative
and quantitative research methods; 2) the design of a shared interactive multimedia IL
courseware, i.e., InfoLit for U MOOC; and 3) enhancement of librarian-faculty collaboration
on designing and embedding relevant IL pedagogies into courses.

A Knowledge Base of Hong Kong Students' IL

When this project started in 2015, the project team members asked themselves a question:
What do our university students (who are all born after google went online) still need to know
regarding information? To investigate and understand the educational needs for information
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literacy of undergraduates in Hong Kong, two studies were conducted, namely the IL
educational needs study and the RRSA-HK survey study. Findings of both studies were
studied in-depth by project staff and librarians to justify the design of InfoLit for U MOOC.

To explain, the students’ information literacy (IL) educational needs study (IL Needs Study)
is a cross-sectional case-study designed to investigate IL-related beliefs and behavior of Hong
Kong undergraduates studying different domains. Each of the eight participating university
designs a discipline-specific information task (Table 2) and recruits twelve undergraduates to
participate this study. All ninety-six test sessions were completed in early December 2015.

Table 2. Subject domain and goal of IL task designed by participating universities

Discipline

Role of student

Goal of the information task

Arts & Humanities (by Lingnan

Staff of a local

To prepare a proposal for education resources pack to

University) textbook illustrate the aspects of the Japanese Occupation of
publisher Hong Kong and propose relevant resources.

Business & Economics (by The Marketing To write an analytical report to identify the country

Hong Kong Polytechnic director that has the most significant market potential and

University)

develop a marketing strategy to generate the most
profit.

Education (by The Education
University of Hong Kong)

School teacher

To design a lesson plan for General Education
module to address the cyberbullying.

Engineering (by Hong Kong
University of Science and
Technology)

Engineer of a
consulting firm

To write a proposal for the HKSAR government to
provide an innovative engineering solution to reduce
air pollution emissions and carbon intensity in Hong
Kong.

Health Sciences (by The
University of Hong Kong)

Health care
worker

To write an article for a magazine to illustrate the
possible sources of lead poisoning and the effect of
elevated blood lead levels on child development.

Law (by City University of
Hong Kong)

Trainee solicitor

To write a report listing the options which are open to
the parties to resolve the dispute.

Science (by Hong Kong Baptist
University)

Advisor to the
Commissioner of
Hong Kong’s
Innovation and
Technology
Commission

To write an analytical report to identify: a) The
potential benefits and risks of nanotechnology and b)
Potential innovations in nanotechnology that will be
particularly beneficial to Hong Kong society.

Social Sciences (by The
Chinese University of Hong
Kong)

Consultant of a
think tank in
Hong Kong

To prepare an analytical report to explain the property
market and wealth gap situation in the past decade
and suggest two factors that can help to improve the
situation in Hong Kong.
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Students’ IL At-Work and Self-Understanding

The findings of the IL needs study reveal interesting patterns of IL-related beliefs and
information search behavior among Hong Kong students similar to the description of the
Dunning-Kruger effect (Dunning, 2011). In particular, the project team categorised students
with two parameters obtained from the IL need study; first, student’s self-rating on their
performance at the IL needs task (0-10), and second, actual score (0-12) they have obtained
from the IL needs task rated with the AAC&U’s information literacy value rubric. With these
parameters, participants are grouped into four types for discussion (Table 3). Among the
participants, both type A and type C students believe their performance at the IL needs task
was good. However, only type C students’ performance obtained a high score according to the
scoring rubric. In contrast, both type B and type D students gave low self-ratings on their
performance. However, only type B students’ performance was not desirable in the study.
Type D students rated their performance low out of humbleness.

Table 3. Types of student categories conceptualized from the IL educational needs study

Type A students (over-estimated)

High self-rating (7-10) on performance, but the quality
of output of the IL needs task is in fact not good
according to the rubrics (e.g. 0-5 total score, incomplete
draft or copy-&-pasted from the task outline provided).

Type C students (honest reflection)

High (7-10) self-rating on performance, and quality of
output of Q1 of the IL needs task is good according to
the rubrics (e.g. 6-12 total score, with elaborated draft
outline of report that show intentions and efforts in
exploring related issues, working through the content,
and/or synthesizing arguments).

Type B students (honest reflection)

Low (1-3) or medium (4-6) self-rating on performance,
and quality of output of Q1 of the IL needs task is not
good according to the rubrics (e.g. 0-5 total score,
incomplete draft or copy-&-pasted from the task
outline provided).

Type D students (humble ones)

Low (1-3) or medium (4-6) self-rating on performance,
but the quality of output of Q1 is in fact good according
to the rubrics (e.g. 6-12 total score, with elaborated
draft outline of report that show intentions and efforts in
exploring related issues, working through the content,
and/or synthesizing arguments).

These findings lead to the insight that not all students’ IL needs are identical. Also, before
introducing operational or procedural information skills, a large part of effort should be
devoted to addressing students’ motivation to transform their IL-related beliefs and
conceptions (e.g., type A students). While facilitation for type B students is rather straight
forward, type C and D students should focus on helping these students to identify areas for

further enrichment.

HK Students’ Strengths and Weaknesses in IL

On the other hand, RRSA-HK survey study (Research Readiness Self-Assessment (RRSA-
HK) is a standardized fixed-choice information literacy survey adopted and localized from the
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original Research Readiness Self-Assessment (RRSA) instrument developed by (lvanitskaya,
2004). Among the six aspects of IL measured, three belong to IL knowledge (namely
obtaining information, evaluating information, understanding plagiarism) while three belong
to IL-related beliefs (including browsing the Internet, library and research experience, and
perceived research skill). It was administered to 3,200 local undergraduates in two rounds of
data collection in two rounds of data collection (September 2016, and March to June 2018).
Stratified sampling was conducted to ensure the sample reflects the proportion of the
population of students studying different key learning areas. Findings of RRSA-HK provides
in-depth insights into the strengths and weaknesses of IL among our students, thus guides the
design of the InfoLit for U MOOC. Table 4 presents the mean overall and aspect scores of the
two rounds of RRSA-HK survey. All mean scores from the 2018 dataset are higher than the
2016 dataset. Among the three aspects of IL surveyed, students in both sets of data had
performed less successfully in evaluating information.

Table 4. The mean overall and aspect scores of the RRSA-HK.

IL Max Dataset N Score | Median | Mean | Score* S.D.
Competence Score Range Score
Overall Il 80 2016 1557 17-79 51 50.8 63.5 11.5
(Sum Of All
3) 80 2018 1445 22-79 55 53.5 66.9 11.9
Obtaining 30 2016 1557 9-30 20 20.1 67.0 3.9
Information

30 2018 1445 7-29 22 215 71.7 3.8

Evaluating 33 2016 1557 0-33 20 19.5 59.1 7.6
Information

33 2018 1445 0-33 20 20.2 61.2 7.7

Understanding 17 2016 1557 0-17 11 11.3 66.4 3.6
Plagiarism

17 2018 1445 1-17 12 11.7 68.8 3.7

* Mean score/Max score

Individual question items from the RRSA-HK provide insights into what kind of facilitation
Hong Kong students needs (Table 5). For example, in evaluating information, Hong Kong
students are relatively weak in summarizing the intention and critical messages from
information they found. Also, they have problems in telling the credibility of information.
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Table 5. Hong Kong student’s difficulties identified from RRSA-HK (selected).
Ability to obtain information

« Understanding the terminologies

« Identifying scholarly documents

« Differentiate primary and secondary information
* Generating complete citation

Ability to evaluate information

» Summarize key messages and purpose of information
» Tell the credibility of information

Understanding plagiarism

« Identifying cases of copyright violation
* The proper way of citation and direct copying
« Situations where citation are needed

Design Rationales of The InfoLit for U MOOC

InfoLit for U MOOC is the main focus of the “build” part of the InfoLit project, which is free
and open to all learners around the world. The design of modules of the IL courseware is
based on the Association of College & Research Libraries (ACRL) Framework for
Information Literacy for Higher Education (2015) to address students’ IL-related weaknesses
identified in the IL Educational Needs study and RRSA-HK survey study. Professor Christine
Bruce’s (2008) frames for informed learning, including personal relevance, competency, and
learning to learn, guide the instructional design of each module.

In InfoL.it for U MOOC, information literacy (IL) is not only defined as library skills and
practices. Instead, a broader definition of IL is presented to learners as an interaction of three
inter-related aspects, namely 1) IL related values & beliefs, 2) IL related skills & practices,
and 3) Context of task problem.The focal and the eight disciplinary modules of this MOOC
are designed to help learners to become analytical, wise, and creative information user at
university and professional challenges after graduation. The nine modules of this MOOC
challenge common misconceptions, reinforce IL competence transferrable between
disciplines, through an engaging learning experience.

The Focal Module
In the focal module "Not only search skills: What is InfoLit for U study & career?", learners
learn how to use information for university-level inquiry works through five sections.

Learners learn the essentials of university-level inquiry in each of these sections through the
anchoring animations (Table 6) and interactive learning activities.
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Table 6. Subsections of the focal module and title of its focal animation.

Subsections of Focal Module Focal Animation
1 Think & plan the "Info Needs" of your research At University, Learning = Inquiry
2 Don't find answers: Search for ideas to develop ideas The Amazing Journey of Information
3 Not just filter: Evaluate ideas to form new ideas The Information Checkpoint
4 Never list them: Connect ideas to create your own idea | The New Ideas Constructors
5 Stay hungry: Join & learn from communities Learning Never Ends
Discipline Modules

The eight discipline-related elective modules, each designed by our participating university
respectively, dive deeper into the journey and help learners find, evaluate, and create high-
quality outputs for tasks.

In each of the discipline modules, learners will face a task scenario typical to the discipline
(Table 7). Sub-sections of these modules were designed to guide learners to go through
different stages of research (e.g., develop a framework, find, evaluate, create). Discipline-
specific IL and research tips were introduced through different kinds of learning objects (e.g.,
animated clips, infographics, library guides, questions, and so on) to learners. By the end of
each module, learners will do an assessment task to check their understanding, followed by
formative feedbacks for further developments.

Table 7. Information scenario of each discipline module.

Discipline
Modules

Scenario

Designed by

Arts & Humanities

Kong cinemas and local culture

Design an exhibition on the impact of Hong

Lingnan University (LU)

Business & Economics

Prepare a business proposal

The Hong Kong Polytechnic University
(PolyU)

Education Lesson plan design scenario The Education University of Hong Kong
(EdUHK)
Engineering An engineering innovation assignment The Hong Kong University of

Science and Technology (HKUST)

Health Sciences

Works related to a legal assignment

The University of Hong Kong
(HKU)

Law

A community health project

City University of Hong Kong
(CityV)

Science

manual

Updating general chemistry laboratory

Hong Kong Baptist University
(HKBU)

Social Sciences

Prepare a special report on elderly issues &
social protection system in Asian countries

The Chinese University of Hong
Kong (CUHK)

As at the end of December 2018, InfoLit for U MOOC has recorded more than 4,500
headcounts of users, of which more than 3,000 accessed through LTI (Learning Tools
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Interoperability) links embedded in courses in learning management systems. The pages of
the nine modules were accessed more than 23,000 times by learners. Peaks of MOOC pages
loadings can be observed near the end of the semesters,

The Future: IL Needs in the context of the 4th industrial
revolution

In few years’ time, the Sth generation mobile network (5G), artificial intelligence, machine
learning, and robotics will go mainstream. These new technologies will undoubtedly
revolutionise ways for human beings to interact with information, learning, and
citizenship. Furthermore, these new information practices will replace older practices and
beliefs before people could have understood it clearly. Therefore, in order to be an
informed person or society in the context of the 4th industrial revolution, IL-related issues
like the role and authoritativeness of Al, reliability and validity of machine-generated
insights, impact of constant influx of information, unequal access or technological divide
of Al, and so on, are pressing issues for all of us to think about seriously.
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The Contemporary Library’s Role in Supporting
Active, Informed Citizens

Sarah Ziebell
Regional Public Engagement Specialist for South Asia, U.S. Embassy New Delhi

Abstract

This presentation focuses on how libraries are employing experiential learning techniques to
engage, retain, and provide unique services to visitors. With an emphasis on programs designed
to meet the needs of teenagers and young adults, Sarah Ziebell will explore learning models and
educational trends that undergird the best practices of the network of South Asian American
Spaces (international American cultural centers sponsored by the U.S. Department of State) she
oversees. In particular, she will discuss the technology-based library programming as making,
coding, virtual reality, civic mapping, and blended learning.

Presentation

I am currently based at the U.S. Embassy in New Delhi in a public diplomacy position called
Regional Public Engagement Specialist (or REPS). What that means, more simply, is that |
manage the U.S. Department of State’s South Asian network of around 40 American Spaces,
U.S. cultural centers, in India, Nepal, Bangladesh, Sri Lanka, and Maldives. Globally, the
American Spaces program includes over 650 of these learning, networking, and engagement
platforms.

Over the past several years, those of us who engage with youth audiences in American Spaces
have watched with great interest developments in the library, museum, and higher education
communities as they have increasingly sought to add more collaborative, participatory,
experiential learning elements to their engagement with their visitors. American Spaces have
been an interesting platform through which to test these learning innovations on an international
scale, and | would like to highlight some of our thinking and programs here today.

In their 2017 publication on the subject of distributed governance, Goldsmith and Keiman'
discuss the importance of resident intelligence. This essentially means activating in citizens their
latent knowledge and harnessing this power to inform government. To my mind, this concept
goes hand in hand with strong democracies. Michael Goodchild puts it a slightly different way.
He describes “citizens as sensors: six billion sensors, constantly sensing the surface of the earth,
bring an enormous opportunity to understand people and our planet."” Our public spaces, such as
libraries, have tremendous potential to activate citizens through learning.

We see some of the same trends within higher education’s turn toward deliberative pedagogy,
which some have described as a brand of civic education that complements service learning and
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community engagement. This educational tactic situates students outside the classroom, where
they may connect theory with real-world problem-solving in the community through structures
such as intergenerational learning circles and engagement with community members on public
issues. What better place to offer these kinds of civic dialogues than libraries? In the words of
Longo and Gibson, “without opportunities to learn about and experience all facets of the
democratic process—including a wide range of deliberative, collaborative, problem-solving, and
analytical/critical thinking skills—it will be difficult, if not impossible, for citizens to participate
as fully and as meaningfully as required for a vibrant, healthy democracy."” 1 would argue that
in order for libraries to maintain their centrality in learning societies, we also need to embrace
our civic engagement and mobilization roles.

I would like to give one example in which our American Spaces network has begun to
experiment with these experiential learning methods. The first is something on which we have
just started to work in South Asia: training young people in the philosophy and methods of open
street mapping (OSM). The idea behind working with OSM communities in American Spaces is
quite simple: we believe that young people can contribute to the digital public good and
reconnect to their community and the physical world while learning valuable digital skills. In
turn, this can help to activate their citizenship and strengthen their societies. We do this by
hosting “mapathons” with local volunteers, teaching OSM methodologies and then setting youth
and volunteer mentors loose in the community to map, for example, slum areas in some of the
megacities where we work, to enable better service provision to lower income people; mapping
sources of potable water in areas experiencing a drought; or, in the case of the recent hurricanes
in the Bahamas, using OSM to highlight areas where people may be stranded and needing
assistance.

Another area in which we have taken heed of larger civic movements is in the area of citizen
science. Through the proliferation of ICT technologies such as mobile and web 2.0 (the social
web), combined with high-speed internet becoming increasingly commonplace and the
mainstreaming of STEAM education, we now have a superb excellent environment in which
individuals and communities to participate in scientific research and experimentation. New
technological developments have helped to reinforce the ease and fun of citizen science and
offered new mechanisms for engaging volunteers to collect and analyze data, as well as to create
their own STEAM products through makerspaces, coding instruction, and entrepreneurship
education". Again, libraries and other public institutions have stepped into that space with gusto
and are creating opportunities for even those people who are economically marginalized to have
the chance to take part in conducting and creating science products.

While I do not intend to go on a lengthy discourse of the many technological innovations like
drones and wearables and their impact on the ability of citizens and scientists to collaborate on
data collection and analysis—areas better covered by the many experts here at ICDL—I would
like to give an example of an area in which we are beginning to explore through our American
Spaces networks: virtual reality (VR). What intrigues me most are some of the cross-cutting VR
programs | see American libraries offering: book club discussions paired with VR devices that
allow readers to virtually visit places mentioned in books and disaster preparedness education for
citizens in which they explore earthquake fault lines using VR alongside discussing earthquake
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preparedness’. In American Spaces, we are beginning to offer VR development courses for
youth as a workplace readiness skill, as well as campus tours of American universities in which
international students may aspire to pursue their higher education.

Tugging on the thread of higher education, |1 would like to turn for the remainder of my talk to
the topic of blended learning. | have been captivated by the potential of online education as a
tool for exposing young people to U.S. higher education and research inquiry methods, helping
them improve their English speaking and writing skills, and serving as a tool for expanded,
people-to-people dialogue and connections between American youth and young people from
around the globe.

Before diving into a couple of examples from the American side, | wanted to back up and
explore a bit about how we define online education, why it matters, some barriers to widespread
adoption, and how social learning can enhance online educational experiences for learners.

The William and Flora Hewlett Foundation defines Open Educational Resources as follows:
Teaching, learning, and research resources that reside in the public domain or have been released
under an intellectual property license that permits their free use and re-purposing by others"'.
Creative Commons provides the licensing tools for permitting this free use and re-purposing.
Hewlett considers the Creative Commons Attribution (CC BY) license to be the license of
choice, allowing for maximum reuse and repurposing of copyrightable educational resources
while still acknowledging the creative work of the developer.

OER has become an important tool for public diplomacy. We help exchange program leaders,
educators, and social entrepreneurs use OER to identify and expand development opportunities
for their audiences and grow connections between U.S. and international institutions. Popular
content areas within OER include MOOCs (more on those soon), thematically relevant
textbooks, research, and academic publications, resource-builders for curriculum development
and localization, and teacher professional development opportunities using technology in the
classroom.

Massive, Open, Online Courses (or MOOCS) are a subset of OERs. MOQC:s, essentially, offer
the prospect of borderless, serialized education from some of the world’s most prominent
universities. The vision for MOOC:s is to reduce digital inequalities through unlimited access
and participation online. And a 2018 study"" concluded that the online availability, absence of
pre-selection, and low expenses did support the expectation that MOOQOCs alleviate barriers to

higher education for those less privileged in formal education.

Some scholars have begun to explore the concept of education as a basic human right. As legal
scholar Heidi Gilchrist wrote: “To deny someone with capacity access to higher education is to
deny them their full dignity and potential as a human being."""”

Online education offers the promise of freedom: freedom to access content, freedom from cost
(in most cases), and freedom to use (or remix) in any way desired.
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Others view education as a responsibility of the individual in relation to the state. Online
education fosters new forms of participation, inclusion and engagement in society. In turn,
learners, become digital citizens with the “capacity, belonging, and potential for political and
economic engagement in the information age.™

Online education has its origins in the late 1990s. In 1997, California State University launched
the MERLOT (Multimedia Education Resource for Learning and Online Teaching) system that
provided free online access to higher education curricula. One year later, David Wiley of Utah
State proposed the concept of a free and open content license, which was realized a few years
later, in 2001, by Lawrence Lessig and the Creative Commons team. The same year, MIT
announced its OpenCourseWare system, which today has more than 2400 live courses.

In 2008, Khan Academy came online. Khan Academy features practice exercises,

instructional videos, and a personalized learning dashboard that empower learners to study at
their own pace in and outside of the classroom*. The same year, Dave Cormier coined the term
“MOOC.” 2012 has been declared the “year of the MOOC,” in which we witnessed the
launching of several prominent MOOC platforms: Coursera, edX, and Udacity. India’s very own
SWAYAM - Study Webs of Active-learning for Young Aspiring Minds™ - was announced in
2015, with China and Russia following in 2016 with online platforms of their own.

Barriers to access to online education include the lack of the necessary ICT infrastructure,
although this factor is diminishing. Some learners and educators become discouraged in trying
to find appropriate courses, at the appropriate level. Also, it is sometimes the case that certain
courses presume a baseline subject knowledge that only becomes clear when a learner dives into
a course -- and then ends up frustrated. For learners whose native language is not English, the
predominance of English-medium instruction can also present a hurdle. Finally, some of the
MOOC platforms offer pay-to-play certificates, and learners become confused about whether or
not courses are actually free -- and what they might be missing out on by not getting a certificate.

Researchers have also documented learner and educator behaviors and beliefs that might present
barriers to their adoption of online education. Some have concerns about quality, and some of
these concerns are absolutely justified! I’ve seen some OERs that employ less than
contemporary instructional design/navigation principles. Some audiences are also confused
about whether their investment in these courses will be worthwhile. Will they count for college
credit, continuing education credit, or help them get a job? | have also heard concerns, in my
world, about online courses from American universities threatening local higher educational
institutions. Some publishers also object to the “open” publishing model that can impinge on
their own profits. It is estimated that roughly 40 to 80 percent of students drop out of online
courses. [I’ll talk more in a moment about some methods we’ve seen that have made course
completion rates rise.

And finally, there are some educators and learners who fear that online education is a form of
soft power manipulation or even modern day colonialism. | would argue that the more diverse
platforms arise from global leaders like India, China, and Russia, the more level the playing field
will be.
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So, | just mentioned the pretty dismal course completion statistics for MOOCs. There is another
component of learning that’s being mashed up with online education to produce better results:
social learning. Social learning may simply be defined as people learning from one another, via
observation, imitation, and modeling.

In our experience, interaction feeds motivation. MOOC learning circles (which we call MOOC
Camps) offer supportive learning environments for learners to gain confidence and develop their
own online learning strategies. They have been demonstrated to result in higher completion rates
(30% and above)*"'. Augmenting online education with social media also assists with
communication and assessing a learner’s cognitive progression in the course. Two models for
online education with a social learning twist that we have employed with our MOOCs may be
described as production-oriented and content-oriented.

In production-oriented courses, where the focus is on hands-on learning (coding, developing a
business plan, for example):

e Expert facilitator convenes learners

e Online lesson is the backdrop for hands-on learning

e Social learning and practicing as a community is the key process

e Virtual interaction via social media and video chats help document process and provide
opportunities for peer feedback

In content-oriented courses, like political science or literature,

e Learning circle organized around a chosen MOOC.

e Members progress with the content on their own, with the support of peers for
motivation/instruction.

e Regular meet-ups with facilitated discussions

e Social media and video chats work as vehicles for sharing ideas, giving shout-outs, etc.

The U.S. Department of State’s Office of English Language Programs produces high-quality
MOOCs™" for English learners on such topics as English for Media Literacy, English for STEM
Fields, English for Business and Entrepreneurship, English for Journalism, English for Career
Development. These have reached nearly 450,000 learners through social learning, combined
with experienced facilitators. OELP also produces MOOCs for English teachers (English
Teachers: Content-Based Instruction, Teaching Grammar Communicatively, Integrating Critical
Thinking into the Exploration of Culture in an EFL Setting, Using Educational Technology,
Professional Development for Teacher Trainers) that have reached 40,000 and have a higher
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completion rate of around 20%. In the Phillippines, our eTeacher MOOCs have been
recognized as a continuing ed credential for EFL teachers.

One of the most meaningful MOOC Camps in which | participated was in my previous
assignment in Jakarta, Indonesia. There, we ran a fascinating MOOC offered by MIT’s Sloan
School of Management called “u.Lab: Leading from the Emerging Future*"”” that reached 300
youth leaders across Indonesia through innovative learning methods like active listening, peer
coaching, meditation, design thinking. We had a 75% completion rate for the course, which one
of our learners called “powerful and life changing.”

One project in which I’m currently involved in Nepal, a series of MOOCs on local governance,
will convene newly elected Nepali officials for study circles at seven American Spaces around
Nepal. Here’s a bit of background on why the U.S. Embassy in Kathmandu™’

decided to invest its limited public diplomacy resources in partnering with the University of
Maryland to create these courses: Nepal recently held the first phase of elections of local bodies,
after a hiatus of nearly twenty years. Newly elected officials need help to utilize their new power
to govern, even as the federal government figures out how to devolve power to them. These
officials will need help in conducting public meetings, constituent service and outreach,
providing basic services, addressing dissent and planning and budgeting. At present, there is no
proper guidance and education available for these elected officials, many of whom come from
traditionally marginalized groups, such as women and Dalits. Without some basic education,
these representatives are unlikely to be able to govern properly and will be targeted for bribes
and corruption by better educated and more connected individuals. These courses launched
across Nepal in 2019.

At the American Center New Delhi (my home base)*"', we have begun to dip our toe into online
education. Before I close, let me tell you briefly about a program we are launching this fall. The
series is called “World Affairs in Theory and Practice.” Participants will complete one of three
MOOCs on themes of global health, environmental security, and international trade offered by
American universities and expertly facilitated at the NDAC. Following the completion of each
MOOC course, participants will participate in a live simulation of diplomatic negotiations
around a similar theme as their course, helping them understand complex issues in theory and
practice. Finally, participants will be introduced to EducationUSA advisors from the U.S. India
Educational Foundation®" for one-on-one counseling on options for pursuing higher education
in the United States.

In closing, I would like to thank ICDL for the opportunity to discuss with you this important
topic of the library’s place in modern society and share a bit about how American Spaces, the
United States government’s most visible public diplomacy platforms, are seeking to support an
active, engaged, educated global citizenry.

"“Mashed Up Government.” A New City O/S: The Power of Open, Collaborative, and Distributed Governance, by
Stephen Goldsmith and Neil Kleiman, Brookings Institution Press, Washington, D.C., 2017, pp. 151-176. JSTOR,
www.jstor.org/stable/10.7864/j.cttlvjgnwd.10.
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Abstract

Libraries in Canada have been teaching information literacy skills and competencies to students
for a number of years now. Librarians are tasked with creating programs and workshops, and
one-shot instruction sessions, while adopting several pedagogical methods, information literacy
frameworks as well as learning strategies. With rapid changes in technology and the advent of
online repositories, discovery tools and digital resources, it is vital that students who are digital
natives and are exposed to multitude of technologies develop fluencies to apply critical thinking
skills to synthesize and evaluate the information they retrieve. This paper will briefly discuss the
newly proposed Digital Information Fluency (DIF) program at the University of Victoria (UVic)
libraries while providing background information on the design and implementation of the
current library instruction sessions tailored to meet the needs of students in the Faculty of
Engineering.

Information Literacy and Digital Literacy

The Association of College and Research Libraries (ACRL) defines Information Literacy (IL)
as a set of abilities requiring individuals to recognize when information is needed and have the
ability to locate, evaluate, and use effectively the needed information.” (ACRL, 1989).
Information Literacy lays the foundation for user education at university libraries worldwide
and forms the “basis for a life-long learning process” (Singh & Klingenberg, 2012).

Academic libraries in Canada have offered IL instructional sessions to develop competencies
and skills in students of all disciplines of science and technology. While doing so, they have
enabled students to not only critically evaluate, synthesize and analyze resources but provided
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them with life-long learning opportunities and skills desirable in the workplace (Taraban, Suar,
& Oliver, 2013). These IL skills provide students with “career-building skills”, a core
competency for finding employment eventually and using the valuable information retrieval and
analytical skills in a wide range of careers (Goldstein, 2016).

With the digitization of information, students are able to find, retrieve and access information
from the internet within a matter of seconds. Librarians are facing a new challenge in imparting
instruction sessions geared towards finding material that is born digital and to university
students who (Palfrey & Gasser, 2011) according to Prensky (2001) are “digital natives” while
anyone born prior to perhaps the 1980s can be considered as “digital immigrants”. One of the
major challenges we face as librarians today is offering IL instruction to digital natives who
have been exposed to a myriad of digital resources and technologies that are ubiquitous and
rapidly evolving. While digital natives are technologically savvy and fluent in using social
media, they are not fluent in identifying sources that are credible (Palfrey & Gasser, 2008), and
they are incompetent in retrieving information (Bartlett & Miller, 2011). Digital natives often
find information almost instantly by using Google or share it using social media, however the
authenticity and accuracy of information of such information and data can hardly be validated.
Recognizing this, some libraries have transitioned to “digital literacy” instruction, which while
similar to IL is defined by the University of Illinois as the “as the ability to use digital
technology, communication tools or networks to locate, evaluate, use and create information”
(as cited in Lawal, 2017)

Digital Information Fluency

The UVic Libraries recently introduced the Digital Information Fluency (DIF) program which
entails imparting and developing fluency in IL skills in students through an amalgamation of
different workshops and instruction sessions. According to Kim et al. (as cited in Lawal, 2017),
this will enhance the core IL competencies of students overall by emphasizing the “development
of higher order critical thinking skills”. Given that the online environments are constantly
evolving, IL instruction and digital literacy instruction is key today as a lifelong learning skill.

While there is a fine divide between the terms digital literacy and digital fluency, in their article
“Truth, Lies and Internet”, Bartlett and Miller (2011), state that digital fluency is the “ability to
find and critically evaluate online information”. In defining this term, they identify digital
fluency as an important “element” of digital literacy and has three important components
namely, net-savviness, critical evaluative techniques and diversity. While net-savviness can be
an important skill to understand how the internet and its derived tools work, critical evaluative
techniques involve skills to search for information that is accurate and trustworthy and diversity
refers to plethora of information that digital natives are exposed to today and knowing how that
information is created (Bartlett & Miller, 2011). Digital fluency can be integrated into the design
and implementation of current IL workshops and sessions and has clear advantages in
stimulating digital natives to think critically.

While digital literacy and IL have been well understood and defined, it is pivotal to understand
what digital fluency is. Several definitions of the term “Digital Information Fluency” can be
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found. According to the 21* Century Information Fluency Project (2019), DIF is “the ability to
find, evaluate and use digital information effectively, efficiently and ethically. DIF involves
internet search skills that start with understanding how digital information is different from print
information, knowing how to use specialized tools for finding digital information and
strengthening the dispositions needed in the digital information environment.”

The DIF program at the UVic Libraries (2019) similarly defines DIF as “the ability to critically,
ethically, and effectively discover, organize, use, evaluate, create and disseminate information”.
The libraries are step ahead in identifying several crucial digital fluency skills that students will
develop and are outlined within this program as follows:

the use of tools and data sets

writing and critical thinking

digital professionalism

communicating ideas effectively in a range of media

producing, sharing and critically evaluating information
collaborating in virtual networks

using technologies to support reflection

understanding data privacy and security

managing reputation, and

showcasing achievements (University of Victoria Libraries, 2019)

VVVVYVYVYVVYVYYVY

Library Instruction using DIF guidelines

Keeping in mind the key areas of the DIF program, “research, create, and share”, librarians at the
UVic Libraries will develop or transition current library instruction sessions tailored to meet the
information needs of researchers, students, staff and faculty on campus. UVic librarians have
conducted and developed workshops using various pedagogies and cover topics including but not
limited to searching databases and the library catalog, developing search strategies by using
Boolean operators, concept mapping and distinguishing between scholarly and non-scholarly
resources. Additionally, librarians focus on teaching about academic integrity, plagiarism,
citation and citation software. These sessions are either one-shot IL sessions where librarians
only meet the students once in a term or use efficient pedagogical methods such as flipped-
classroom design, active learning strategies, problem-solving assignments that enhance the deep
learning of digital technologies and the use of videos, tutorials as well as learning objects such as
library subject guides.

Since the DIF program is an amalgamation of various workshops offered by different library
units, other workshops that will enhance the skills of engineering students include 3D printing,
research data management, data visualization and other maker space workshops offered by the
Digital Scholarship Commons. Additionally, several ongoing workshops such as creating
effective academic posters and using citation management software will also fall under the
umbrella program.

The engineering librarian covers most of the topics above, but has developed specialized
instruction keeping in mind the changing landscape of information. By using the American
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College and Research Libraries’ (ACRL) Framework for Information Literacy for Higher
Education (2015) the engineering librarian has worked closely with faculty by generating
discussions about IL and integrating into engineering courses. The framework developed by
ACRL by revising the standards and introduced threshold concepts or six frames that allow
librarians to develop learning outcomes for discipline specific library instruction.

The frames focus on a student’s ability to critically think about themselves as participatory
collaborators in knowledge synthesis and creation and librarians can strategically adopt
pedagogical approaches to teach students to use digital collections. One of the frames
“Authority is constructed and contextual” can be used to teach students how to evaluate sources
and distinguish between credible and non-credible sources of information. Other frames that
have been used by the engineering librarian includes “Information has value” which can be used
to teach students about the ownership of copyrighted material and to cite sources. The frame
“searching as strategic exploration” allows students to learn how to synthesize information and
understand the differences in using different sources such as websites or the library catalog for
example.

While engineering students “are required to create, problem solve, and improve, using
engineering principles to develop their skills in technical, environmental, socioeconomic and
political aspects of the engineering process” (Mercer, Weaver, & Stables-Kennedy, 2019) they
need to develop essential lifelong learning skills. IL instruction can provide students with an
ability “to propose solutions to industry and work-based problems” (ACRL, 2017). Several
studies have mapped the ACRL Framework for Information Literacy to the Accreditation Board
for Engineering and Technology (ABET) and Canadian Engineering Accreditation Board
(CEAB) criteria (Murphy & Saleh, 2011; Nelson & Fosmire, 2010; Riley, Piccinino, Moriarty,
& Jones, 2009) and have highlighted the critical role academic librarians can play in integrating
information literacy (IL) instruction into engineering curricula.

The ABET criteria 3.i and CEAB competencies, states that graduate students must attain through
their engineering programs "a recognition of the need for, and an ability to engage in life-long
learning” and also possess “investigation” skills and “lifelong learning” skills (ABET, 2018;
Engineers Canada, 2017). For the success of IL instruction in libraries it is imperative to have
supportive faculty - library partnerships and to develop IL programs by linking these criteria to
the frameworks and standards of IL (Naimpally, Ramachandran, & Smith, 2012). Keeping in
mind the newly proposed DIF program, most of these courses will adhere to or will be modified
to reflect the guidelines of the program. The information literacy instruction sessions discussed
in the next sections are currently offered to both undergraduate and graduate engineering
students at the UVic Libraries.

The Engineering Design and Communications course (ENGR110/112)

This is a first-year course offered to undergraduate students at UVic since 2009. The course is a
collaboration between the Faculty of Engineering and the English Department. It includes a
combination of the design process in engineering and a communication component which is
taught by instructors in the Department of Communication and Writing starting 2019.
ENGR110/112 hence is part of the Academic Writing Requirement (AWR) courses offered to
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first year students registered in an undergraduate program at UVic. The focus of this course is
solely on developing essential skills needed to write and present technical information in
engineering.

In this course, students work with industry partners to develop engineering solutions to a real-
world problem. Hence, students work in groups and are often looking for information to develop
and learn how to apply solutions to the problem. The engineering librarian was integrated into
the course in 2010 and offers a two-hour library instruction session that teaches students to
conduct their research using a wide variety of resources such as subject-specific databases, the
library catalogue for print and digital collections, industry websites, and association, trade and
magazine publications. As the information they are seeking is available in a wide variety of
digital environments, it is often difficult for students to evaluate the currency, reliability of the
research and accuracy and authenticity of the results, whether a source is credible or not and if
using Wikipedia or Google to search for non-scholarly sources is acceptable. During the two-
hour intensive session, the librarian ensures students not only learn key methods of searching
databases, which is an essential skill, but also the value in searching these proprietary
subscription-based resources. An important aspect of this process is to teach them about
academic integrity and citing sources using the IEEE citation reference manual. This is an
important skill as it enhances the quality of their work when they cite other authors and use
credible sources to support their own thoughts. All of the aforementioned fall under the criteria
of the DIF program and it’s guidelines.

Once the librarian teaches students the core concepts of using Boolean operators, concept
mapping, using keywords to search databases and using the right tools to find engineering
specific literature, students are given 60 mins to work on a 10-point assignment. The
assignment is designed keeping in mind the theme (industry project) which requires specialized
skills to find engineering solutions to real-world problems. The digital literacy instruction
sessions prepare students as engineers giving them the capability to transfer their specialized
technological skills to different contexts in their engineering careers. The online research skills
are transferrable to different situations which might require engineers to evaluate and
distinguish sensitive information in a digital environment.

Keeping in mind the proposed DIF program, the engineering librarian is in the process of
developing several online tutorials using the LibWizard tool which is part of the SpringShare
suite of programs. These will lay emphasis on developing the higher metacognitive skills of
students such as searching and retrieving information from subject-specific databases, utilizing
citation management software to manage and organize resources in addition to citing them,
problem-solving skills by finding solutions in scholarly articles, and the use of library catalogs.
Under the DIF program these are considered to be valuable 21% century skills required for good
decision making in workplace situations.
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Drinking Water Contaminants - Chemistry, Toxicology and Greener Interventions (CIVE
480B)

Another course where the engineering librarian will incorporate several aspects of the
proposed DIF programs guiding principles is a drinking water contaminants course CIVE
480B offered via the Department of Civil Engineering.

In this course, the engineering librarian is integrated to teach students how to evaluate articles for
bias. When the instructor first approached the librarian, it was evident that students were not
critically thinking or evaluating the required scientific literature. In an era of fake news, vast
amounts of literature were unreliable and students mostly lacked skills to distinguish between
studies that were biased by industry sponsors or the dearth of literature that included failed
research or negative results.

By introducing students to using evaluative techniques such as the CRAAP or RADAR
(Relevance, Authority, Date, Appearance and Reason) students develop metacognitive skills and
critical awareness in identifying flawed research, unreliable and fake news in digital
environments. While these techniques are primarily used as checklists to evaluate websites and
guides students in evaluating internet sources, it provides students with an opportunity to
determine the credibility of authors, affiliation of the institutes and associations that published
research and whether the research can be reproduced by scientists in developing countries where
results might mean better quality of life.

The librarian is integrated into this course and students are offered two sessions. The first
session focuses on developing keyword searching using Boolean operators, wildcard operators
and truncation that can help refine search strategies when using key databases for research. An
introduction to identify bias using the evaluative techniques is also discussed.

Using a flipped classroom design method, students are grouped to work on a class assignment
which requires them to present at the second session. Flipped classroom design “ is the process
of replacing traditional lectures with more student-centered learning strategies, such as active
learning, discussions, problem-based learning, and other forms of group work and peer
instruction. Content delivery is moved outside of the classroom, for example, through videos, or
pre-class readings”(Centre for Innovative Teaching, University of Cornell, 2019). Using the
CRAAP technique students need to articulate reasons for choosing three scholarly articles,
evaluate the strengths and weaknesses of the databases in providing scientific evidence for their
research and also evaluate each article for bias.

Under the DIF umbrella program, several of the instruction sessions will fit as outlined
above. The DIF program will enhance student learning and success and ensure students will
be provided with lifelong learning skills.
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Conclusion

The current student generation at institutes of higher education in professional programs such as
engineering are definitely digital natives. There is a great impetus for libraries to develop robust
information literacy programs and strategically develop competencies and ensure that students
are adept at finding reliable information that can be validated and is authentic. While keeping the
core values of the IL programs, librarians can advance digital fluency skills of students which
will benefit them in their careers in the long term. By creating partnerships with faculty and
integrating into courses, digital literacy and digital fluency skills can be incorporated into core
subject-specific courses via cross-collaborations on campus.
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Abstract

The preservation of indigenous knowledge has become a global concern today. Many bodies
such as governmental and non-governmental are playing an active role in collecting and
preserving indigenous knowledge. In this regard, libraries are in the forefront. Digital
preservation in the library is one of the best means for managing information including
indigenous knowledge. This study reports results of a study on challenges in digital management
and accessibility of indigenous knowledge in selected university libraries of Northeast India. It
found that these libraries do collect and preserve indigenous knowledge but not in a very
organized manner and digital management is still minimal.

Keywords

Indigenous knowledge, preservation, libraries, digitized, accessibility.

Introduction

Indigenous knowledge is concerned primarily with those activities that are intimately connected
with the daily livelihoods of people rather than with abstract ideas and philosophies. Indigenous
knowledge is thus confined to local population that possesses highly detailed and richly complex
information about agriculture, agro-forestry, pest management, soil fertilization, multiple
cropping patterns, health care, food preparation and so forth. Local knowledge also called
indigenous knowledge is often viewed as the latest and the best strategy in the old fight against
hunger, poverty and underdevelopment (Atte 1989). Indigenous knowledge has permitted its
holders to exist in “harmony” with nature, using it sustainably, it is seen as especially pivotal in
discussions of sustainable resource used (D,Anderson;R 1987).
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The knowledge and skills are derived from man’s daily interactions with the environment,
observations and experiments. They greatly shape and model the decisions made by people
regarding exploitation of resources. The knowledge, skills and practices relating to natural
resources are passed down to generations through the cultural learning process. It is the outcome
of all these among different groups and the environment that is termed indigenous, local,
tradition or people’s knowledge (Akullo, Kanzikwera, and Birungi 2007). It exists nowhere as a
totality, there is no grand repository, and hence no coherent overall theoretical model, although it
may achieve some coherence in cosmologies, rituals and symbolic discourse, which are not
notoriously difficult to access convincingly. It is as much skill as knowledge, and its learning
across generations is characterized by oral transmission and learning through experience and
repetitive practice. It is the heritage of practical every life, with its functional demands, and is
fluid and constantly changing, being subject to on-going negotiation between people and their
environments (Sillitoe 1998).

In simple terms, such knowledge has been orally passed for generations from person to person.
Some forms of indigenous knowledge are expressed through stories, legends, folklore, rituals,
songs, and even laws. Other form of indigenous knowledge refers to knowledge and values,
which have been acquired through experience, observation, from the land or from spiritual
teachings, and handed down from one generation to another. These sets of understandings,
interpretations and meanings are part of a cultural complex that encompasses language, naming
and classification systems, practices for using resources, ritual, and spirituality and worldview. It
provides the basis for local level decision-making about many fundamental aspects of day-to-day
life (Agrawal 2004).

Objectives

» To identify how libraries manage indigenous knowledge
» To examine how libraries create access to indigenous knowledge; and
» To investigate the challenges of preservation and accessibility of indigenous knowledge.

Literature review

Significance of indigenous knowledge

Indigenous knowledge is regarded as the basis for local-level decision making in agriculture,
pastoralism, food preparation, health care, natural resource management, and a host of other
activities in rural communities staying very close to the nature (Farooquee, Majila, and Kala
2004). It mostly highlights the knowledge possessed by the poor and marginalized population,
and emphasizes on empowering people like farmers to have greater control over their own
destinies (Farooquee, Majila, and Kala 2004). The primary dimension of difference and
uniqueness, according to Warren (Warren 1991), seems to lie in an organic relationship between
the local community and its knowledge. An understanding of indigenous knowledge and customs
can help the development planner to establish a more flexible position to suggest project
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alternatives or innovative mitigated measures, in order to avoid inadvertent damage to the
ecosystem or culture (Lalonde 1991).(Anyira, Onoriode, and Nwabueze 2010) in their study
argue that, there is a growing appreciation of the value of indigenous knowledge and it has
become valuable not only to those who depend on it in their daily lives, but to modern industry
and agriculture as well.

Need for preservation of indigenous knowledge

Several factors such as government developmental schemes and the spread of information
communication technologies have led to the rapid change in the life of local communities which
in turn has largely accounted for the loss of indigenous knowledge. With the influence of modern
technology and education, today’s younger generation tends to neglect and underestimate the
importance of indigenous knowledge. It is evident that if indigenous knowledge is not recorded
and preserved, it will be lost and remain inaccessible to other indigenous systems as well as to
development workers. Development projects cannot offer sustainable solutions to local problems
without integrating local knowledge(Warren 1991). Development needs people’s knowledge.
Otherwise it can be a failure in the process(Stubbings 1982). Therefore, to bring development in
local-level community, indigenous knowledge plays a very important role. The use of indigenous
knowledge can guarantee the survival of the economics of the developing world. Not only the
expertise of scientific knowledge of professional should be taken into account for improving
development, even the richest and most successful governments cannot provide all the needs of
the people, it has been suggested that indigenous knowledge can also become vital tools for rural
development (Atte 1989). Since indigenous knowledge is essential to development, it must be
gathered, organized and disseminated in the same systematic way as modern knowledge
(Agrawal 2004).

Role of Libraries in Preservation of Indigenous Knowledge

Libraries can help in collecting, preserving, and disseminating indigenous knowledge and
publicizing the value, contribution, and importance of indigenous to both non-indigenous and
indigenous people. The National Library of South Africa deals with making recorded indigenous
knowledge available for users(Lor 2004).National Museum of the American Indian (NMAI) in
Canada transferred ownership of more than 800,000 indigenous cultural objects (Stevens
2008).Niger Delta Libraries in Nigeria makes indigenous knowledge accessible, including
television/radio broadcasting, exhibits and displays, film, mobile library services, lending of
relevant indigenous materials, and online access (Anyira, Onoriode, and Nwabueze 2010).Some
libraries of Australia that deal with aspects of indigenous knowledge is studied below; Northern
Territory Library and Information Service (NTLIS) acquired indigenous collection and shelved
in designated area and is identified by an Aboriginal flag on the spine of each item. Queensland
State Library also collects, preserves and provides access to Indigenous materials for all
Queenslanders. Moree public library documented indigenous knowledge, photographs of people,
places, ceremonies etc. Galiwin’ku Indigenous Knowledge Centre digitized old collections for
local access (Nakata et al. 2005).
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ICT application in preservation of IK

There is no doubt that ICTs hold significant potential for supporting the recording, management,
dissemination and long term preservation of Indigenous knowledge. But there remain significant
challenges which will need to be overcome to ensure that such projects deliver real benefits to
both the Indigenous communities who own the knowledge and the wider community (Nakata et
al. 2005). The multi-media capabilities (e.g. digital video and recording devices), storage
capacity (e.g. online databases) and communication tools (e.g. the Internet and digital
technologies) offered by ICT*s provide new opportunities to preserve and revitalize indigenous
cultures and languages.

Accessibility and management of IK in the Library

The main objective of all information management activities is to provide access to collections
and materials.Though there is so much indigenous knowledge in different indigenous
communities of the developing world, the availability of such knowledge does not mean its
accessibility or use. Libraries can promote access to indigenous knowledge by creating an
environment which permits face-to-face forums and network formation to discuss and debate on
issues that might be useful to members of the communities. For example, libraries can organize
talk shows involving traditional rulers, elderly people and professionals to gather and record
information on various local vocations from different subject areas ranging from agriculture,
ecosystem, medical care, and conflict resolution (Okore, et al., 2009). They also argue that,
libraries can work in partnership with library schools to create indigenous knowledge collections,
which can be repackaged and made accessible. Stevens (2008) believes that libraries and
information professionals should partner with indigenous communities. Nakata and Langton
(2005) suggest that libraries and archives must look at the broad issues involved in the
preservation of IK. They assert that libraries must consider IK not simply part of a historical
archive, but a contemporary body of relevant knowledge. There is therefore the need to provide
ICTs such as computers, Internet, digital cameras, camcorders, and so on, to allow libraries to
make IK accessible (Okore, et al., 2009).

Managing indigenous knowledge in the libraries required collection development associated
policies and strategies. The libraries should be proficient with new developmental challenges.
They should be well equipped with newly generated technologies to counter all sorts of
competitions. There should be adequate and well trained manpower in the libraries management
and preservation activities. Each library should be in the position to employ an expert who
understands the required information of the physical and chemical nature of the materials in their
library holdings. Information generated local practitioners and stakeholders of local indigenous
knowledge forms the vital part in the decision making process. According to Okore, et al., (2009)
challenges of indigenous knowledge management include:

Intellectual property rights

Labour requirements

Time requirements

Funding

Reluctance of indigenous people to share their knowledge

Competition with existing community structures for IK

VVVVVYY
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Methodology

This study is a survey that used a questionnaire to collect data. Unstructured interviews and
observation were also used to gather additional data. The libraries investigated are North Eastern
Hill University (NEHU) Shillong, Mizoram University (MZU), Nagaland University (NU),
Central University of Sikkim(CUS), Tripura University (TU), Gauhati University (GU), Rajiv
Gandhi University (RGU) and Manipur University (MU).

Data analysis

Data collected were analysed using statistical tools and charts.

Chart 1. Types of indigenous knowledge collected by libraries under study.

Types of IK Collected
2.5

M Indigenous Art

M Indigenous Cultural
Knowledge

u Indigenous Agricultural
Knowledge

Indigenous Ritual Knowledge

M Indigenous Environment
conservation Knowledge

NEHU MZU RGU MU CUS TU NU GU

Name of Universities

The data analysed above indicates that except Nagaland University library, the rest of the
libraries has indigenous knowledge collection development policies.
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Chart 2. Methods of making IK accessible.

Accessibility of IK

2.5

2 i
1.5 m Digitized form

' M Print form

® Manuscripts

0.5 Others

O .

NEHU MZzU RGU MU CuUs TU NU GU
Name of Universities

Majority of the respondents agreed that collections of indigenous knowledge in their respective
libraries can be access in print form.

Chart 3. Librarian attitudes towards management of IK in the libraries.

2.5

M Infrastructure for IK
preservation

M Trained manpower for all IK
maintenance

M Automate all its
preservation applications

M Online access of IK to users

B Access to users of all
category

M Preserve in separate
ventilated rooms

% Provide access to library
NEHU MZzZU RGU MU Cus TU NU GU webpage

Name of Universities

All respondents identified the needs and importance of IK infrastructures required for the well
management of indigenous knowledge in the libraries.
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Discussion

The study found that libraries can play a prominent role in preserving and accessing of
indigenous knowledge and that they are one of the most appropriate environments for sustaining
the original perception of this knowledge. Many libraries recognize indigenous knowledge as an
important source of developmental information (Nakata et al., 2005). They assert that libraries
must consider IK not simply as part of a historical archive, but a contemporary body of relevant
knowledge. (Role et al. 2006) in their study “The Role of the Library in Promoting the
Application of Indigenous Knowledge (IK) inDevelopmentProjects” opines that libraries can
raise awareness about indigenous knowledge, document indigenous knowledge, develop digital
libraries basedonindigenous knowledge, identify indigenous knowledge specialists, establish the
value of indigenous knowledge, and build capacity to develop indigenous knowledge. She also
argued that indigenous knowledge can usefully be applied in development projects since it is
considered the basis for self-sufficiency and self-determination, providing effective alternatives
to western technologies.

It was discovered that Indigenous Knowledge(IK) is not effectively managed in the libraries
under study. Library and information professional has much learning to do, to meet the
information needs of indigenous people and appropriately manage IK in library and information
centres. The study also finds that, libraries don’t pay much attention to acquiring and preserving
of IK. It identified that IK collections are available in print form and there is no such policy of
digitizing and archiving the indigenous collections in the libraries. However, the needs and
importance of preserving IK in digitized form is much sensed by the librarians under
study(Nakata et al., 2005).

Conclusion and recommendations

Indigenous Knowledge help communities sustained their livelihood. This knowledge is
embedded with their surrounding and support their growth and development in all aspects of
daily activities. The significance of IK however is not recognised widely among the libraries.

It is important for the practitioners of libraries and librarian professionals to prioritize
management of IK. Policy should be made to collect and preserve IK which are in threats of
extinction. The libraries in collaboration with the local practitioners should collect and store
every aspects of IK in the libraries and made available for user to access in print as well as in
digitized form. Efforts should be made to collect and package IK and make it available on the
Internet. Government and corporate organizations should collaborate with libraries by providing
fund for of preservation and accessibility of IK. Copyright issues should be properly sorted out
before embarking on any collaboration agreement.
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Abstract

Development in a country is fostered by its efficient governance. To ensure the betterment of
their citizens, governments over the world have accepted Sustainable Development Goals
(SDGs), announced by the United Nations Development Programme (UNDP) in the year 2015,
as acceptable governance targets for all. Information and Communication Technologies (ICTs)
serve as meaningful contrivances to engage with all the cross-currents linking the 17 SDGs
together. In present times, these technologies have also been accepted as a means for co-creating
values for citizens as insisted by participatory models of governance too. This paper attempts to
examine all aspects of employing emerging technologies in accelerating the processes of
governance. Based on an analysis of the related academic literature and extensive field
experience of the author, the paper seeks to address the following questions:

» How emerging technologies are expected to help achieve the SDGs and strengthen the
relationship between the state and its citizens?
» What are some of the challenges that usually confront the uptake of emerging
technologies in the governance context?
» What is expected to be the face of governance in the wake of emerging technologies?
After addressing these questions, the paper attempts to propose some viable strategies that can
strengthen the application of digital emerging technologies in governance.

Keywords

Emerging Technologies, ICT, Sustainable Development Goals (SDGs), Governance, Artificial
Intelligence, Blockchain.

123



ICDL 2019: Guest paper

Introduction

The concept of governance has evolved over a period. It can be understood as the manner in
which power is exercised for the management of a country’s affairs to facilitate development.
Policies, institutions, market and stakeholders including citizens interact together to drive
governance in a country. The emphasis on citizens as its prime stakeholder had been laid down
by the guiding principles of New Public Management -NPM (Pollitt, 2000)[1]. Gradually
‘citizens’ and ‘local governance’ have been widely accepted as two major constituents of high-
quality governance, especially in the context of democratic countries. The paradigm of ‘good
governance’ that insists on achieving happiness-for-all, has been accepted world over as a
benchmark of a utopian form of governance. Review of literature (for instance, Magno &
Serafica, 2001)[2] vouches that digital technologies promote good governance in three basic
ways: by increasing transparency, accountability and maximising the use of available
information; facilitating accurate decision-making through effective public participation and
ensuring the efficient delivery of public goods and services. Within the framework of good
governance, the universal governance goals have been established by the SDGs. There has been
a global effort to achieve social development, economic development and environmental
sustainability through the achievement of 17 aspirational Sustainable Development Goals
(UNDP, 2015). The SDGs too beseech emerging technologies as a means to ensure collective
action among various governance stakeholders. Participatory decision-making approach, critical
for attaining SDGs, is also more easily achievable if digital citizen engagement platforms such as
MyGov of India are employed (Malhotra, 2018)[3]. The paper attempts to demystify the critical
role of emerging technologies in governance by elucidating the related aspects in its eight
sections as briefed below.

Overview of the Paper

The first section titled ‘Introduction’ has already set the tone of the paper wherein it has
summarized the evolution of the concept of governance from its initial version of the NPM to the
present paradigm of good governance and the Sustainable Development Goals. The subsequent
section is on on Methodology, which is followed by section titled ‘Digital Technologies in
Governance that, differentiates the notion of ‘e-Government’ from‘e-Governance’. Its subsection
titled ‘Emerging Technologies- the Changing Realms of e-Governance’, strengthens the readers’
awareness about contemporary digital trends including artificial intelligence, transparently
immersive techniques, newer digital platforms, Smart Cities and Smart Villages. This section
also attempts to present the role of each of these technologies in the public sector by presenting
global and national strides on this front. The sub-section of this section titled as ' Convergence of
Emerging Technologies' suggests application of Emerging Technologies for each SDG Goals.

At the end of this section, there is description, that depicts how India, is faring on global e-
Government landscape by using e-Government Development Index (eGDI) and e-Participation
Index (e-PI). The fifth section titled ‘Existing provisions by Government of India‘, provides a
glimpse of initiatives taken by Gol, that focus on leveraging emerging technologies in
Governance .The next section summarises the “Challenges confronting e-Gov Implementation in
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India”; subsequent to which the section titled “Way forward for e-Governance in India”. At last
the paper closes with the concluding remarks

Methodology

The methodology adopted for this study is descriptive, exploratory, and analytical in nature. The
learnings for this paper flow from the qualitative research undertaken by the authors to decipher
the uptake of emerging technologies in governance. The primary study of various e-Government
initiatives that form the basis of this paper includes RASI (Tamil Nadu), Common Service
Centres- CSCs (Haryana and Mizoram), TaraHaat (Madhya Pradesh), Nemmadi (Karnataka),
Akshaya (Kerala) and e-Mitra (Rajasthan). This entailed field study undertaken by the first
author in approximately 50 villages covering seven states of India, spread over almost five years.
Secondary sources, related to the domain of Governance, e-Governance and emerging
technologies, have been referred to glean the existing role of emerging technologies in
governance and in achieving goals of SDGs. For this scholarly publication, related articles,
research reports, and books have also been examined. The authors have further classified
learning’s from the existing body of work and based on this suggested for a global consortium
for the Emerging technologies.

Digital Technologies in Governance

It was in the early 1990s that the concept of governance underwent a major transformation, with
the acceptance of digital technologies. During this period, digital technologies had been
primarily deployed for the delivery of public services and information and this was popularly
referred to as ‘e-Government’. Slowly and gradually, it became relevant for democratic countries
to include the ‘voices’ of its citizens in core strategic issues of governance. As a result, the initial
version of ‘e-Government’ started being identified through its more all-encompassing avatar of
‘e-Governance’. Several agencies (UNPAN, 2005) [4] and researchers (Malhotra et al., 2007) [5]
have clearly elaborated the conceptual difference in usage of the terms ‘e-government’ and ‘e-
Governance’. The primary delivery models of governance using digital technologies are
Government-to-Citizen/Customer-G2C, Government-to-Business-G2B,Government-to-
Government -G2G, and Government-to-Employees-G2E.

Emerging Technologies: The Changing Realm of e-Governance

Social media, Mobility, Analytics and Cloud (SMAC) have shown immense growth in the last
decade. The synergy created by these tools provides an additional competitive advantage to the
organisations. Newer technologies/products have also emerged for almost all existing forms of
technologies. Inspired by ‘Gartner Hype Cycle for Emerging Technologies’ report [6], emerging
technologies can be summarised (Table-1) in three distinctive categories.

Category-I: ‘Artificial Intelligence-Al is an area of computer science that emphasises the

creation of intelligent machines that work and react like humans. Based on this logic, some of the
applications of Al are Machine Learning, Robotics and Autonomous Vehicles (AV).
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Category-Il: ‘Transparently Immersive Technologies’ bring the physical world and the digitally
simulated world closer, hence, creating a sense of immersion for the user. Real sensations can be

experienced by using technologies such as augmented reality, virtual reality, assistive
technologies, and wearable technologies.

Category-11l : ‘Emerging Digital Platforms’ are all technologies that provide advanced digital

connectivity mechanisms and tremendous computing power to process the humongous amount
of fast data and ubiquity-enabling ecosystems. These features can be best experienced through
digital technologies like 5G, Cloud Computing, 10T, Big Data and Blockchain technologies.

These emerging technologies are capable of completely displacing the ‘comfort zone’ or a
‘complacence’ state established by the existing formats of technology. This obviously causes a
‘disruption’ in the organizational/ individual ‘status-quo’ (Malhotra, 2017) [7]. That is why these
newer forms of digital technologies are also often referred to as ‘Disruptive Technologies’.

Table 1. Categories of the Emerging Technologies / Disruptive Technologies

Category-I
Artificial Intelligence(Al)
Everywhere

Category-I1
Transparently Immersive
Technologies

Category-Il11
Emerging Digital Platforms

Machine learning/ Deep learning/
Cognitive learning

Assistive technology

Cloud computing

Sentiment analysis

Wearable technology

Internet-of-Things (1oT) /
Internet-of-Everything (l10E)

Natural Language Processing

Virtual reality

Big data / Big Data Analytics

Robotics /Drones Augmented reality 5G
Autonomous vehicles Nanotechnology Cryptocurrency
Conversational User Interfaces Connected home / Smart Home | Blockchain

Commercial UAV (Drones)

4D printing

Edge Computing

Smart Dust/ Smart Robots/ Smart
Workplace

Brain-Computer Interface

Quantum Computing

Enterprise taxonomy Ontology
management

Ambient/ ubiquitous
technologies

Digital twin

Enterprise Taxonomy

Volumetric Displays

Serverless PaaS

Source: Gartner, Top Trends in the Gartner Hype Cycle in 2017, available at gartner.com
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Armed with a relevant application of these technological trends in governance, some of the
interesting instances from each of the three categories are discussed here.

Category-I: Role of Artificial Technologies in Governance

Artificial Intelligence and its varied manifestations (category-I) can be used in multifold ways.
For instance, Al-based tools/machinery/ assistants, -that ‘intelligently’ perform repetitive chores
such as pothole repairs and scavenging, can be employed to improve the productivity of public
workforce in mundane or unsafe scenarios (Thomas, 2018) [8]. Al can collect feedback on
projects and government interactions to gauge sentiments of the citizenry on city activities. Al
can also make governments more vigilant about crime detection/ incident response processes/
prospective emergencies by analysing ‘digital footprints’ of certain suspicious people. Iceland
has employed Machine Learning (ML) to provide innovations in healthcare. The machine
learning sensors -also known as Ossur Prosthetics Sensors uses ML for improving natural joint
function in the human body. These sensors also give information, which helps the medical
practitioners to understand the experience of prosthetics.

Currently, in India, NITI Aayog has been mandated (NIT1 Aayog, 2018) [9] to establish the
R&D- based national program on Al with a view to establishing:-.

> Center of Research Excellence (CORE) that would focus on pushing technology frontiers
through new knowledge creation

> International Centers of Transformational Al (ICTAISs) to develop and deploy application-
based research in collaboration with the private sector

Another popular Al implementation is that of drones that are remotely piloted aircraft systems.
Drones offer low-cost, safe, and quick aerial surveys which can be used for data collection and
are useful in industries such as power, mining, realty, oil and gas exploration, railways and
highways. Drones can inspect tall structures and offshore rigs and can help in relief, rescue work,
policing and even in agriculture for selective pesticide/ fertilizer spraying. On August 27, 2018,
the civil aviation regulator in India-the Directorate General of Civil Aviation announced a
licensing regime for the commercial use of drones. The policy will take effect from December
2018 and will -not permit drones in no-fly zones. It will restrict permit operations of drones only
within the site and during the day at a maximum altitude of 400 feet above the ground/surface
area. With a market size of drones amounting to $8857 million (by the year 2021), a robust legal
framework for commercial use of drones could help develop the drone market, encourage
investments for local production, thereby helping the Make in India scheme launched by the
Central Government.

Category-Il: Role of Transparently Immersive Technologies in Governance

Another set of interesting emerging technologies is that of Virtual Reality (VR) and Augmented
Reality (AR), which has been identified as a major megatrend that will drive businesses and
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governance realm into next decade. The VR uses a computer-generated environment to provide
interaction with the real system, using head-mounted systems, whereas, in the realm of AR, the
actual machine is augmented or supplemented by computer-generated sensory output. Hence,
AR is more ‘immersive’ and ‘real’. Nokia in Finland (in collaboration with Helsinki University
Hospital) live streams neurosurgical procedure to approximately hundreds of surgeons using VR
with the aim of advancing the healthcare industry by training more doctors. In India, startups like
‘Smartivity’ have been selling STEM (Science, Technology, Engineering, Math)-based
educational content in the form of toys, and DIY (Do-It-Yourself) kits that are AR-enabled.

Category-lll: Role of Emerging Digital Platforms in Governance

The future of our existence lies in ‘interconnected’, ‘integrated’, ‘intelligent’ and ‘interactive’
smart devices, broadly represented under the category of the Internet of Things (10T) / Internet of
Everything (IoE). 10T defines the network of physical devices, vehicles, home appliances, which
have three things viz. sensors, unique identifiers/ Internet address (IP address) and connectivity.
Further, these ‘smart’ devices can compute and connect without requiring human-to-human or
human-to-computer interaction. 10T can find applications in a plethora of governance areas such
as in surveillance where sensors can monitor traffic etc. It can also be used for city planning,
road planning, dynamic toll pricing, flood management, etc. A startup called Agrisource Data
(based out of Atlanta) is using intelligent in-field sensors for measuring water levels, soil
moisture, in-field crop health, fuel levels, storage temperatures and data analytics to provide
farmers with detailed crop and field information and ensure more efficient field management.
IoE is a concept that extends the IoT concept to include people and processes.

Big Data technologies help to ‘collect and collate’ ever burgeoning, customer-generated data
being induced by technologies like IoT and SMAC. ‘Big Data analytics’ helps in ‘mining’ /
excavating the data meaningfully, thereby creating new business models built around knowledge
generated by analysing this large and heterogeneous data. Internationally, Security Exchange can
catch illegal trading activity in the financial markets. In India, a pioneering initiative of the
Maharashtra Government data-mapped and analysed three blocks of the district Chandrapur
(2016-17) to create village development plans so that each of its villages could be transformed
into a model village. Such contextualised, actionable insights and evidence-based decision-
making by governing agencies can indeed propel a developing country to attain SDG targets by
the year 2030.

Let us now move on to demystify a trusted/ assured data storage technique referred to as
‘Blockchain Technologies’ (category-I11). A blockchain is a distributed database of records of all
those transactions that have been ever executed. Once the information is entered, it can never be
erased and each transaction is verified by the consensus of the participating people, making it
both immutable and dependable, and hence Blockchain technologies are also called ‘Smart
Contract Technologies’. The Dubai Government has already initiated the usage of Blockchain
technologies in the management of land record system (https://www.dubailand.gov.ae). In India,
NITI Aayog has developed the largest blockchain network by the name of ‘IndiaChain’ so that
records/contracts based frauds are reduced, etc.
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Convergence of Emerging Technologies

It is also pertinent to note here that the three categories of emerging technologies are not ‘stand-
alone’. To provide transformative experiences to its recipients, the technologies listed in one
category could seamlessly collaborate with other technologies of the same category and/or with
technologies listed in any other category. Let us decode this with an easier example of a Smart
Home (category-11), where the majority of gadgets, including refrigerators, washing machines
and cars are expected to be ‘Smart’- fitted with 10T technologies (category-I11). It is not
impossible to visualise that all these domestic gadgets could also be connected to conversational
user devices (category-1) and have been safeguarded using Blockchain technology (category-I1l).
The enormous data that is expected to be continuously streamed by all these domestic gadgets of
Smart-Home could be leveraged by the owner of the house using big data analytics techniques
(category-I11) to plan family investments/expenditure, etc. On similar lines, there are several
innovative ways in which these digital technologies can be integrated to contribute to the

achievement of SDGs (Table 2).

Table 2. Suggested Applications of Emerging Technologies for Achievement of SDGs

Sustainable Development Goals

Suggested Application of Emerging Technologies

SDG 6 Ensure availability and sustainable
management of water and sanitation for all

Using smart meters, soil sensors, remote irrigation management
system, rainwater harvesting systems etc.

SDG 7 Ensure sustainable energy for all

Using smart grids, smart appliances, energy storage, predictive
analysis, demand response technology.

SDG 11 Make cities and human settlements
inclusive, safe, resilient and sustainable

Smart City Mobility- driverless mobility, interconnected
infrastructure using loT; Smart Building- Alarm management
and automation, big data analytics and energy management,
monitoring, detection and diagnosis technologies.

SDG 12 ensure sustainable production and
consumption patterns

Smart Village- optimised farm management and automated
irrigation system, soil sensors and satellite and integrated
weather information, traceability and tracking system.

SDG 13 Combat climate change and its impacts

All digital solutions including smart villages, smart buildings,
smart energy, smart manufacturing, smart mobility

SDG 14 Conserve and sustainably use the
oceans, seas and marine resources for sustainable
development

Smart ways of conservation through advanced mapping and data
technologies, submarine, coastal and inland mart sensors, real-
time satellite imaging

Source: Achieving Sustainable Development Goals through ICT Services- Ono, Lida., &

Yamazaki, 2017 [10]
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Smart Cities and Smart Villages

The heady thought of chalking out innovative futuristic possibilities in the public sector has
already started tantalising our policymakers, academics, designers and practitioners to brainstorm
together newer possibilities of our urban existence. Major components of city landscape include
roads, transport, buildings, utilities, waste management, healthcare, housing, green space, and
community spaces (including commercial and public spaces) are all stitched together in a
digitally interconnected ecosystem.

For instance, the capital city of Estonia- Tallinn has become the centre of economic development
for all of Estonia, harnessing ICT by fostering high-tech parks. It has developed a large-scale
digital skills training programme, extensive e-Government, along with smart ID card for all its
citizens. Ever since 2012, it has been using blockchain technologies in maintaining all its
records/registries such as national health, judicial, legislative, security and commercial code
systems, and plans to do so in other spheres like personalized medicine as well. Similarly, South
Korea’s Seoul Metropolitan Government (SMG) has developed various combined platforms that
provide solutions to various issues to its citizenry by sharing information on various issues
including city news, welfare, housing, traffic and much more on a real-time basis. SMG has also
created a social network service (SNS) that enables two-way communication among the
government and citizens using social media services. Another credible instance is of Singapore’s
citizen engagement portal, ‘reach.gov.sg’, which consults and collaborates with citizens’ on
relevant governance issues by employing techniques such as focus group discussions, surveys,
and open meetings available on several channels including websites, mobile apps and social
media. These achievements of Estonia, South Korea, and Singapore affirm that the quality of
urban living can be substantially enhanced using emerging technologies. However, developing
countries like India that are primarily rural require technology intervention in their villages too.
For instance, billions of unconnected people live in rural India; therefore, the concept of ‘Smart
Village’ has picked up gradually in recent times.

The aim of a smart village is to provide a sustainable ecosystem created by an interconnected and
integrated village. Digital technologies are leveraged to bring ease of access to government
services, diversified livelihood opportunities and technology-based micro enterprises, 1T-based
classrooms, cashless transactions and so on. In India, the Nokia’s Smartpur Project plans to
digitise villages by creating a hub to provide connectivity to villages and enable applications in
the domains of healthcare, governance, education, digital-finance, and entertainment
(http://smartpur.in/the-project/).

Measuring Global Digital Ecosystem: eGDI and e-PI

To measure the development of national e-Government capacities, the United Nations has been
generating the UN e-Government Development Index (eGDI) biannually since the year 2001.
The eGDI is a composite indicator comprising three aspects viz. Online Service Index,
Telecommunication Index and the Human Capital Index, which are equally weighted. It
compares and describes the progress of this index for the member countries and elucidates the
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factors contributing to successful e-Government implementation in these countries. India has
jumped 22 ranks from the year 2010 to the present year 2018. In the year 2010 it was ranked 119
(total 193 countries) and in the year 2018, it has jumped to 96th rank (193 countries). This
remarkable improvement in eGDI scores of India can be attributed to its various digital policy
reforms such as National IT Policy, Digital India and so on

When participatory forms of governance are becoming more and more evolved, another
interesting index viz. e-Participation Index (e-Pl) has been included since the year 2010. e-Pl is
defined “as the process of engaging citizens through ICTs in policy, decision-making, and
service design and delivery so as to make it participatory, inclusive, and deliberative” (United
Nations e-Government Survey, 2018). India has climbed up by 43 ranks on its e-participation
index (from 58th rank in the year 2010 to 15th rank in 2018) which could also be attributed to
the presence of digital engagement platform of India, MyGov (launched in July 2014).

Existing Provisions by Government of India

Emphasis on creation of Centre of Excellence for Emerging Technologies in the
Union Budget (2018) of India:

To strengthen the commitment towards the digitization drive government of India has put
emphasis on Cyber technologies and on the creation of Centre of Excellence (CoEs) for
emerging technologies in the union budget 2018. The financial assistance of Rs 3,07,30 million
was also provided by the government under Digital India programme, to harness the potential of
emerging technologies such as blockchain, artificial intelligence, robotic automation, and the
internet of things (lIoT). In the same budget, 100 billion were allocated to boost the digital
infrastructure growth of the country. In addition to this, the government has proposed setting up
500 thousand Wi-Fi hotspots in the country that will provide broadband access to over, 50
million rural citizens.

Further, the government is trying to explore the use of the technology proactively, but for this,
there is a need to revamp the technology infrastructure. In the current scenario, Governments are
open to invest in and offering newer approaches to governance by improving transparency,
preventing fraud, establishing trust and bringing significant time and cost savings. Here,
blockchain technology can play an enormous role in collaborative governance and effective
distribution systems for our society. Blockchain technology is being explored and adopted
actively in various public affairs domains such as judicial decisions storage, asset management,
production, digital identity management, digital wills, passports, criminal records, tax records
etc. Application of blockchain will make the public sector more transparent, and the economy
stronger.
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National Strategy for Artificial Intelligence by NITI Aayog (Planning Commission
of India)

NITI Aayog has prepared a national strategy to direct the government’s collective efforts into
Artificial Intelligence (Al), research and development of related applications, for the benefit of
the citizens. NITI Aayog calls this approach '#AlforAll'. The strategy aims at enhancing and
empowering Indians with the skills to find quality jobs; it also encourages investment in research
sectors that can maximize economic growth and social impact, and scale Indian-made Al
solutions to the rest of the developing world.

In this strategy, NITI Aayog has identified five sectors viz healthcare, agriculture, education,
smart cities and infrastructure and transportation, these sectors are envisioned to benefit the most
from Al in solving societal needs. Use of Al in Healthcare would provide increased access and
affordability of quality healthcare; in agriculture use of Al will enhance farmers’ income by
increased farm productivity and reduction of wastage. Quality of education would definitely
improve by the Al. Better traffic arrangements and significant reduction in congestion problems
is possible by the proper application of Al.

IndiaChain:

NITI Aayog has developed the largest blockchain network by the name of ‘IndiaChain’ [11] so
that records/contracts based frauds are reduced. IndiaChain is linked to India-Stack and other
government digital identification databases to further strengthen transparency in transactions. It
has proposed several application areas, including land records management, supply chain
management (a la’ public distribution system, pharmaceutical supplies, etc), and electronic
health records.

Challenges Confronting e-Gov Implementation

e-Governance initiatives have such a broad scope, crippling issues have a greater scope to occur.
Extensive field-exposure of the author across the entire length and breadth of the country has
given her fair exposure to delineate some of these challenges. For instance, close informal
interactions of the author (in the year 2007) with approximately 28 district collectors / deputy
commissioners from the states had indicated glaring issues such as inadequate technical, erratic
power supply with limited supply of kerosene fuel to run the power backup generator machines,
lack of customised software and absence of meaningful content. In recent times, in a global
context, the investigation by the US national agencies into the rigging of US elections in the year
2016 poses issues from the other end of the spectrum. In this case, social media data of the
American citizens had been captured by a British agency called Cambridge Analytica to
‘influence’ the perception of US voting community in favour of a particular candidate. This is an
example of gross misuse of big data analytics and affirms the cascading repercussions of
invasive potential of digital scenario on global governance. Clearly, these stray instances of CIC
implementation in Mizoram (India) and Cambridge Analytica episode (US) reveal that there are
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several challenges and risks assailing e-Governance scenario. The author has broadly classified
the headwinds to e-Governance implementation as Technological challenges, Human Resource
challenges and Governance challenges.

Technological Challenges

The ‘beehive’ of technological challenges comprise of varied issues ranging from e-Waste
damages to last mile-connectivity, to cybersecurity concerns and to the pertinent challenge of
‘digital divide’®. In addition, there is a lack of national technology standards for the same service
that causes apparent disruption in user-experiences and convenience (Satyanarayan and
Malhotra, 2018) [12]. According to Global e-Waste Monitor Report (2017) by ITU, around 44.7
million metric tonnes of e-Waste was generated in the year 2016. In developing countries like
India, e-Waste is a bigger challenge because of unplanned discarding that makes disposal
difficult as well as costly (Dasgupta, Debsarkar, Chatterjee, Gangopadhyay & Chatterjee,
2015)[13]. Also, with the growing amount of connected digital devices, unauthorised access to
personal sensitive information also poses a challenge, especially in a country like India where
data of almost 1,320 million citizens is at stake. In the present context, the implementation of
emerging technologies (listed in section 2.1) requires a constant and a strong internet connection;
therefore, a possibility of Internet blackout would completely retard the progress (Kathuria,
Kedia, Varma, Bagchi, & Sekhani, 2018) [14]. In the context of emerging technologies, the
programmers too should not end up ‘creating’ Al driven machines that could morph to create
unpredictable ‘Frankenstein’ kind of unwieldy situations. Therefore, to counter these
uncontrollable self-destructing scenarios, very strong emotional and spiritual 1Q must be
inculcated in Al programmers to create digital systems of our future, especially the ones that are
employed in governance context (Malhotra, Kotwal & Dalal, 2018) [15].

Human Resource Challenges

Human resource challenges are created for several reasons including lack of exposure, lack of
easy availability or/and lack of skills. Further lack of trust, privacy challenges, and fear of
inadequate security in the mind of masses too hamper the uptake of technology. The challenge
confronted by the unaware citizens and reluctant employees is another critical aspect that stalls
the smooth implementation of e-Governance. In a diverse country like India that boasts of varied
profile and preferences of its citizens, digital divide phenomenon too manifests itself in a more
complicated manner. Digital citizen engagement platforms do espouse participatory forms of
governance; however, the aspirations of the citizenry evolve very fast, almost at tandem with the
trends of digital technologies. These recursive variations in the needs and aspirations of citizens
could lead to an unmanageable kind of fluidity in otherwise rigid institutional setups.

' Digital divide refers to the inability of the citizens to access digital technologies, primarily due to
economic constraints. According to the International Telecom Union (ITU)ICT Facts and Figures, 20% of
households in developed countries and as many as 66% of households in developing countries do not
have internet access, leaving almost 4 billion people from developing countries offline
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Governance Challenges

Issues of information management and electronic records preservation constitute one part of
governance challenges (Palanisamy, 2004) [16] Sponsor dictates, outdated institutional
frameworks, and inefficient partnership models further aggravate Governance challenges. Digital
surveillance by establishments and e-hegemony / data autocracy by the developed nations
impede the uptake of digital technologies by the developing nations. Lack of robust regulatory
mechanisms may further end up creating a national psyche of insecurity against uptake of digital
technologies in governance

Way Forward for e-Governance in India

After gauging the complexity of challenges (section 6.0) that could constrain the role of digital
technologies in governance, time is now ripe for our governments to evolve robust institutional
frameworks and national strategies.

Institutional Frameworks and National Strategies

At the institutional level, most important factors that must be incorporated are components of
Information Security and Data Integrity, Sourcing and Outsourcing, Performance Measurement,
Regulatory non-compliance, Technology management infrastructure and Strategy Building and
Risk Management and Disaster Recovery Planning aspects (Chandiramani, 2007) [17]. There is a
national need for realigning our approach towards ‘managing technology’. A comprehensive and
persistent national focus is required for designing more robust regulatory frameworks. Rather
than laid back staid approach to usher in new IT-related Bills/ Acts / Amendments. India needs a
more proactive, collaborative and recursive recourse to initiate and implement legal amendments
in the Indian Penal Code/ IT Act, etc. Even access to public data should be controlled at several
levels for safeguarding privacy, security, and integrity of data. Managing e-Governance
implementation is also about ‘managing changes’. Hence, there is a strong requirement to
address the issue of change management for which a commitment of our political and executive
leaders is crucial. To ensure hassle free and smooth transition from governance to e-governance,
our leaders must follow eight step model that insist on creating a sense of urgency, building a
core coalition, forming a strategic vision, getting everyone on board, removing barriers and
reducing friction, generating short-term wins; sustaining acceleration and finally, setting the
changes in stone (Kotter, 1996) [18]. To support the creation of state-of-art institutional
frameworks as well as to formalise the change management strategies, a Center of Excellence
(CoE) on ‘Emerging Technologies in Governance’ should be established. Such a research-
oriented centre would help to propel an innovation-led progress model and help to formulate a
cohesive approach for all the institutions in delivering digital services. Some global consortium
on the lines of International Telecommunication Union (ITU) could be developed for the
emerging technologies also.
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Concluding Remarks

Emerging technologies chisel governance systems to be responsive to the present and future
needs of society and their usage can be synergised to the sustained development goals. The
existing digital emerging initiatives spearheaded have accomplished a lot in the governance
domain, particularly in the delivery of public services, education, health, agriculture, etc.
However, these digital initiatives must not wither away as erratic experiments. To sustain these
digital initiatives, the government agencies must provide citizens with what exactly they need
and aspire rather than just an aped model where ‘one size fits all’. Only a citizen-centric and
citizen-inclusive approach can bridle the ever-changing facets of technology and help to design a
recursively self-regulated ecosystem of e-Governance. Keeping citizens’ as the nucleus of
governance / e-Governance systems would help us to achieve a more sustainable and equitable
global economy, where emerging technologies act as an expedient means and not an ‘end’.
Emerging technologies and innovations are central to the implementation of the 2030 Agenda
and the Sustainable Development Goals (SDGs). So, if all these emerging technologies are
utilized effectively, they could be proved assets in identifying barriers and in providing solutions
for sustainable development challenges from the local to global level.
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Abstract

The paper particularly addressed the potentiality to achieve Demographic Dividend (DD) of
Bangladesh. It discussed the challenges in a general observation not with in depth economic
analysis although some general statistics were cited. It further discussed the state of United
Nations’ (UN) formulated Sustainable Development Goals(SDGs),2016-2030 agenda that
addressed to promote socioeconomic development as well as environmental sustainability and
good governance. Bangladesh has experience in achieving most of the targets of the Millennium
Development Goals(MDGs-1990-2015) those were formulated by the UN for same interest. As
knowledge management for development issues is an vital ingredient and there is no way to
ignore for any kind of development of its sharing and dissemination the paper tried to focus its
importance and significance and ways of cultivation for sharing so that the communities
concerned are benefited. A relations tried to highlighted between knowledge management, SDGs
and Demographic dividend. Finally some recommendations were formulated from the
experience for achieving Demographic Dividend and Sustainable Development Goals.
Knowledge management policy adaptation was also recommended for in time decision making
process relating to those achievement.

Recommendations and Findings

As per the paper’s discussion following steps are found necessary to achieve the DD and SDGs
along with Knowledge sharing.

» Increasing domestic resources as because foreign resources seems constraint.

» Formulation of an effective job oriented education policy and Age based job creation

» Preparing of a job market based Human resource planning for need based recruitment

» Industrial investment to meet global and local market demand and encourage agriculture

» Training and orientation for skilled human resources

» Setting up of Skill development strategy including training, internship and need based
exercise.

» Eradicate corruption and avoid malpractices in all public and private workplaces.

» Make sure good governance in public administration and political agencies as well as law
and enforcement units.
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» Ensure Supremacy in honesty and honour to aged citizen

» Safeguard good health and social security to all.

» Make sure a knowledge management policy to share current information for making timely
and correct decision ensuring information to all.

Introduction

Bangladesh is now a member of lower middle income country. The per capita GDP was
calculated in June 2019 is USD 1,827.00 as per Bangladesh Bureau of Statistics provided the
information to Census and Economic Information Centre(CEIC data,2019)

The per capita gross national income (GNI) jumped more than 9 percent to $1,909 last fiscal
year from $1,751 a year ago, as per provisional official figures released very recently(The Daily
Star, Sept. 2,2019)

Adult literacy rate as per Unesco Institute for Statistics (UIS) was calculated 72.76%. While
the male literacy rate is 75.7%, and females is 69.90%. In the same year the literacy rate for men
and women aged between 15 to 24 years increased to 92.24% . When declaring Bangladesh’s
eligibility for graduating from Least Developed Country (LDC) to middle income country status
the UIS data said Bangladesh is now ahead of India (69.30%), Nepal (59.63%), Bhutan (57.03%)
and Pakistan (56.98%) in the global literacy rate index(UNESCO,UIS data,2016). The data also
discovered that the number of educated young males and females rose dramatically over the past
10 years.

The geographical location of the country is between 20° 34" and 26°38" north latitude and
between 88°01" and 92%41" east longitude while drought, flood, cyclone, road accident, etc are
the common melancholies of Bangladesh. The country has a population density of 1,115.62
people per square kilometer, which ranks 10th in the world (CEIC data,2019)

Yearwise Literacy rate of Bangladesh (%)
Total ‘
Female ‘
male ‘
0 50 100 150 200 250
male Female Total
W 15-24 92.24 90.91 93.54
15 olders 72.76 75.62 6.9
65 olders 40.05 52.44 25.02

Source: BangladeshBureau of Statistics, 2016
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Although technological development in terms of technical literacy is not remarkable more than

140 million people, out of Bangladesh's population of around 163 million, use mobile phones

while around 80 million people access the internet (BRTA,2019) which is more than 86 percent
of total population.

Note that, the rate of work force of the present population ,Bangladesh is now an opportunity to
bring a remarkable change towards development . Due to the consequent changes in the age
structure in Bangladesh the proportion of working age population has increased such a way that
offering a window of opening referred to as the Demographic Dividend(UNFPA,2012). Instead
of increasing older person this time is very crucial for the country in relation to explore
opportunities. As the working group has been increasing Bangladesh is exploring various
windows for job creation and encouraging people to startup economy . Information and
communication technological activities in this regard has got a momentum in research and
development with the young work force relating to knowledge management activities that
involves in every sphere of development activity. There is a substantial prospect in relation to
new job conception encouraging young into environment friendly circumstances .Using
electronic information available for research and development young people can be think of
better innovation in different sectors of development arena. To achieve demographic dividend
national human resource planning relating to job availability is another important issue. The
government is taking various initiative with due attention in this connection. In comparison to
various decades population age ranking in Bangladesh at this moment is a very suitable position
that brought the chance as demographic dividend.

The Population status in different decades may be compare from the following table(UN,World
Population Prospect, 2017

| Bangladesh population |

Population in various year Global Ranking Life Expectancy at
Birth

Year No. of Year Rank

1950 3,78,95,000 1950 12 1990-95 60

2017 16,46,70,000 2017 8 2005-10 69

2030 18,55,5,000 2050 8 2010-15 71.2

2050 20,19,27,000 2100 14 2015-20 72.9

2100 17,45,49,000 2025-30 75.7
2045-50 79.9
2095-2100 | 87.5

Source: World population prospects: The 2017 rivision: UN Department of economic and social
affairs
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As per quarterly labour force survey,2015-16 of Bangladesh Bureau of statistics Working age
population labour foce ratio of Bangladesh may be seen from the following table and the figure
of population projection tree below (BBS, 2016):

When Total population of Bangladesh 162.7m

9A0(ge 93]

a1 Jad se uonNQLIISIP JO W0y Jejnge L

92104 Jnoge

Labour Force
Participation
Rate

Figure: Labour force projection
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95.8%
Employed

4.18%
unemployed

58%
Labour
Force

58.6% -
Labour force
participation rate

Total
Population

162.7m

42%
Outside
labour
force

Figure: Population projection Tree.

Populatin Status of Bagladesh

The current population of Bangladesh is approximately 163.33 million , as of September 3,
2019, based on the latest United Nations estimate. (UN.worldometer) It also gave a historical
feature comparing the population growth rate and median age from 1955 to 2019. The changed
idea regarding this matter can be seen from following table (Worldometers,2019) :

Table Historical population table of Bangladesh

Year population Yearly % Total yearly change | Median Age
change
2019 163,046,161 1.03 % 1,669,453 26.1
2018 161,376,708 1.06 % 1,691,284 26.1
2017 159,685,424 1.08 % 1,708,271 26.1
2016 157,977,153 1.10 % 1,720,877 26.1
2015 156,256,276 1.15% 1,736,169 25.7
2010 147 575,430 1.20 % 1,707,985 240
2005 139,035,505 1.72 % 2,275,530 22.5
2000 127,657,854 2.08 % 2,497,585 31,0
1995 115,169,930 2.22% 2,399,595 196
1990 103,171,956 2.60 % 2,481,555 18.6
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1985 90,764,183 2.65% 2,224,938 17.8
1980 79,639,491 2.59% 1,914,638 17.4
1975 70,066,301 1.75% 1,166,764 17.7
1970 64,232,482 3.01% 1,769,474 17.8
1965 55,385,112 2.90 % 1,474,322 19.3
1960 48,013,504 2.67% 1,185,441 19.0
1955 42,086,301 2.12% 838,324 19.3

Demographic Dividen and potentials
Concept and Achievement of Demographic Dividend

Although growth of the working- age population is creating opportunities for economic
growth achievement of demographic dividend is not easy. According to some economists and
population scientists at this moment jobs are not available in the country for all working-age
population. In most of sub-Saharan Africa, and in parts of Asia and Latin America and the
Caribbean, recent reductions in fertility have caused the population at working ages (25-64
years) to grow faster than at other ages, creating an opportunity for accelerated economic growth
for a favourable population age distribution. To benefit from this “demographic dividend”,
governments should invest in education and health, especially for young people, and create
conditions conducive to sustained economic growth (UN,2019).

To exploit the full potential of the demographic dividend the country needs to create suitable
adequate number of employments for the working-age population. Steps are indispensible to be
taken including large-scale investments in education and health sectors to cash in. Present
education system and procedure is not matched Bangladesh with the social and economic
demand to sustain development though government recently took a decision for reshaping
education policy towards achieving Demographic Dividend

Measuring demographic dividend and demographic transition, in a study at the Institute of
Statistical Research and Training(ISRT), University of Dhaka identified some common but
important indicators for consideration (Matin,A. Khan,2012)

Crude Birth Rate and Crude Death Rates

Annual Population Growth Rate

Total Fertility Rate

Expectation of life at birth

Population Pyramid, 1950, 1975, 2010, 2050 and 2100

Percentage share of Young, Working Age and Old Age population
Median Age(years)

Dependency Ratio: Total, Young and Old

Labor Force and Population Growth Rate

VVVVVVVVY
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» Demographic Dividend

» Timing and Duration of demographic dividend

o Difference in growth rate of labour force and population (ii)Demographic support ratio.
» Population at different educational levels

» Savings and Investment

Considering all the alternatives above virtually demographic dividend in Bangladesh started in
1980s. There are three types of variants United Nations (UN) considered for demographic
projection. As per the low variant it will end in 2035 according to population projection.
Medium and high variants will continue until 2040. So , the country is in the middle of the
dividend period. Note that the economic returns will not solely function to gain the

demographic dividend. For gaining the benefit there is a need for policies dealing with education,
public health and those that promote labor market flexibility and provide incentives for
investment and savings (Matin,A. Khan,2012).This benefit is absolutely depends upon
appropriate policy formulation to create employment with technical and market oriented
education , health insurance and old age security. Otherwise dividend may not cash in as desired.

Bangladesh Population Forecast

This forecast calculated by United Nations, Department of Economic and Social Affairs,
Population Division.(World Population Prospects: The 2019 Revision). For forecasted years, the
UN medium-fertility variant was used. It seems in the projection that fertility rate is constant
from 2020 to 2050.Except year 2020 in the rest years’ population change found less than 1
percent a smaller amount of population found added to the original number.
(UN.Worldometers, 2019)

Year Population Yearly% | Yearly Change | Migrants(net) | Median Age | Fertility
Change | total rate
2020 164,689,383 -369,501
1.06 % 1,686,621 27.6 2.05
2025 172,399,078 0.92 % 1,541,939 -348,061
29.5 2.05
0.75 % 1,318,958
2030 178,993,869 0 330,093 i 5
2035
184,374,127 0.59 % 1,076,052 -311,798 33.8 2.05
2040
188,416,727 0.43 % 808,520 -311,802 35.9 2.05
2045
191,142,270 0.29 % 545,109 -311,080 38.0 2.05
2050
192,567,778 0.15% 285,102 -310,080 40.0 2.05

Figure Showing population and Frtility rate from 2020-2050
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Life Expectancy at birth

In Bangladesh Life expectancy at birth has beed increased in the mean time. It happened due to
suitable health policy and right sanitation programmes and its implementation over the country.
The country achieved one of the important targes of Millennium Development Goals ,1990-
2015 through this specific programme. The way population health is being maintained and policy
adapted time to time life expectency of Bangladesh may rise upto 90 years by the year 2100.

Based on the median variant UN made the following figure that may provide a distinct idea at
glance regarding the matter.

Life Expectancy at Birth(eo) by Sex: Bangladesh :1950 - 2100.
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Potentials of Bangladesh Demographic Dividend

The current demographic transition in Bangladesh leads to many changes in the size and age
structure of the fast growing population of the country. The opening of opportunity that has
emerged since the 1990s will not last long and will not be repeated in the near future. Some
predict this opportunity will reach its peak during the year 2020s and will remain open until the
2030s. This demographic dividend needs to be managed efficiently in order to be transformed
into better and sustainable economic growth (Islam,Mazharul M,2016). In order to ensure this
benefit, appropriate planning in every development segment is unavoidable.

To meet the challenges achieving demographic dividend Bangladesh needs to change its policy
including education. Accordingly, in the present revised education in secondary curriculum
government decided to introduce a new disciplines. In this education policy, it has been made
compulsory to teach Bengali, Information and Communication Technology (ICT) and
Bangladesh Studies up to secondary level in all the educational institutions regardless of their
medium of instruction. Ethics has been introduced to the textbooks of religious studies and these
textbooks have been redesigned accordingly (Chandan,2016). It is expected to be made
students sound in ethical knowledge hopping to make the country free from corruption,
which is very important for achieving the dividend in remarkable development. Another
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decision is going to take by the government that consequently, every student will have to study at
least one trade course in the secondary level of education from 2021.

To achieve a higher economic growth ,some countries in East and East Asia invested much in
comparison to any other sector particularly education and health.

To make people satisfy the wages fringe benefits in most working organizations are not practical
in terms of basic requirements. As a result in one hand unmatched education does not fit to the
work on the other hand working forces do not take honest interest for the organization he/she
works. Skilled is drained. In public and privet sectors in Bangladesh both wages have not much
option for saving for life. One important thing is , Bangladesh Government should create an
economic environment that encourages high rates of saving. To providing retirement income for
individuals, high saving supports investment that Bangladesh institutions provide attractive and
secure long-term investment opportunities in the context of low inflation, so that money saved
today will retain its value tomorrow(UNA-UK,2019)

Consequently, the UN SDGs is now an opportunity for Bangladesh to achieve Demographic
dividend in addition to its own planning and development activities. In partnership with foreign
countries as well as bilateral and multilateral development partner countries and agencies ,taking
development plan into action SDGs target will certainly be a catalyst for every sectorial growth.
Again take into consideration that Bangladesh has achieved most of the targets of the UN’s
Millennium Development Goals (MDGs), 1990-2015, with due attention in comparison to any
other LDC countries . Bangladesh is now going to be graduated a Middle income country(MIC).
The SDGs target in association with MIC graduation action plan may benefit to achieve
demographic dividend with more creativity and enterprise .

Age based job creation

As per Bangladesh Bureau of Statistics report of Labour force survey,2016-17 the largest share
of all employed persons (32.4 per cent) was skilled agriculture workers. Some 17.2 per cent were
employed in elementary occupations, followed by 17.0 per cent in Craft and Related Trades
Workers, 16.5 per cent in Service and Sales Workers.

In urban areas, the largest share by far, at 24.6 per cent, of the employed population was in Craft
and Related Trades Workers; within sex, 21.5 per cent were male and 33.0 per cent were female.
In rural areas, skilled agriculture workers accounted for the largest share of the employed
population, at 41.2 per cent, with the breakdown by sex, 63.0 per cent were females among rural
employed.

145



ICDL 2019: Guest paper

The statement can be seen in a tabular form by the figure below (BBS,2017):

Occupation Rural Urban Bangladesh

Male Female Total Male Female | Total | Male Female | Total

Managers 1.1 0.2 0.8 4.6 1.6 3.8 2.1 0.6 1.6
Professionals 3.6 3.6 3.6 6.7 114 8.0 45 55 4.8
Technicians and Associate 1.6 0.6 1.3 3.8 1.8 3.3 2.3 0.9 1.9
Professionals

Clerical Support Workers 1.3 04 1.0 2.9 1.7 2.6 1.8 0.8 1.5
Service and Sales Workers 18.1 3.8 13.5 30.0 8.4 24.2 | 21.6 4.9 16.5

Skilled Agricultural, Forestry 30.8 63.0 41.2 6.8 16.9 9.6 23.8 51.7 324
and Fisheries

Craft and Related Trades 15.0 124 141 215 33.0 246 | 16.9 175 17.0

Workers

Plant and Machine 8.2 1.7 6.1 10.6 3.8 8.8 8.9 2.2 6.8

Operators, and Assembler

Elementary Occupations 20.0 141 18.2 125 21.1 149 | 17.9 15.8 17.2

Other Occupations 0.3 0.0 0.2 0.4 0.1 0.3 0.3 0.0 0.2

Total 100.0 | 100.0 100.0 | 100.0 | 100.0 100. | 100.0 | 100.0 100.0
0

Figure Occupation by profession in Bangladesh

Although the agriculture, forestry and fisheries have the largest manpower skilled it is not
enough for achieving the dividend concerned. The country needs more skilled manpower in
industrial, health and contemporary technological sectors too. In this regards country’s education
policy needs to be revised based on the national and global demand. The country has been facing
the young age based demographic opportunity since 1990. So, its already late to take measure for
achieving the dividend.

At every stage of the age transition Jobs are highly critical. Policies should draw a wide range of
the population into the workforce, including young adults, women and the elderly who can still
work. Policy options for the labour market could include: increasing the mandatory retirement
age; varying pension so that early retirement is neither encouraged nor discouraged; and
improving flexibility for employers to hire part-time workers, which may be especially attractive
to women and the elderly too (UNA-UK,2019)
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Human resource planning to achieve the dividend

To meet the country’s demand an assessment for the sectors to be made for appropriate
recruitment of manpower. Immediate human resource planning is a must to meet the demand
without any fail. At the same time national education planning must be revised and job oriented .
After emerging the demographic transition towards opportunity of engaging a good number of
young manpower for development Bangladesh did not make the appropriate plan for manpower
recruitment yet. As a result country has to hire more experts from foreign countries to meet the
demand in different development zones . On the other hand much skilled and unskilled
manpower are interested to have their job other than Bangladesh for higher wages. Although it
gives much foreign currency which is not discouraging they are generally increasing the idle
reserve. If country utilize those manpower by suitable planning and sensible wages it will
certainly more beneficial for overall development of the country that will favour the country to
achieve the dividend. Some countries have invested comprehensively in human resource
development, in particular education and health, to achieve a higher economic growth rate during
their time of demographic dividend when most citizens work_(Liton, and Molla ,2017) . Some
experts of the country say Bangladesh's economy has been doing well for the last several years
but currently its job growth is the slowest in two decades. It may be happen due to lack of proper
human resources planning. As per the Bangladesh Bureau of Statistics' Labour Force
Survey,2015-16 the country could add only 1.4 million jobs between 2013 and 2015-16 fiscal
year, down from 4 million jobs it had added between 2010 and 2013(_Liton and Mollah ,2017 )

Skill Development Strategy: Training, internship and need based exercise

Stated by a president of Bangladesh Employers association once that a good number of foreign
employees work in many multinational companies, garments, pharmaceutical industries in
Bangladesh. It happens due to unavailability of local skilled manpower in necessary sectors in
Bamgladesh. In a study of a private research organization :Centre for policy Dialogue” in 2018
found that many foreign employees are working in 24 percent of garments industries in
Bangladesh . It was found that there is a big scarcity of skilled professional manpower in mid
level and top level in different profession. Most of the Manpower Produced through the current
conventional education system that do not match the job available in most areas.
(Musa,Shahjahan Ali,2018).

Faulty recruitment policy hinders professionalism

No profession grows without planned training and orientation where academic higher education
in most cases is less important. Bangladesh has a remarkable number of higher education people
are jobless where the general education rate about 76.2% Unfortunately a good number of
graduates and postgraduates from various universities are working in different public and
private sectors with lower wages, beneath position as overqualified employees. Due to scarcity
of job they have to start working. This work force can not match with their job position by
reason of higher degree, they can not work honestly with full attention by superiority complex
either. Where as higher degrees are not necessary in most cases. Its true that the education
system of the country is not fit to work in every step of desired work, its also true that most of
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the organizations except a large number of public agencies are not interested to arrange
minimum training and orientation for an employee. They demand higher education with work
experience which is very funny for a planned recruitment. The job position that usually
advertised for recruitment in most private and in some government organizations add some extra
experience as an additional qualification which is not supposed to be available . On the other
hand this does not match with the position and compensation . As a result frustration comes out.
Rather the recruiting organization should advertise for new untried novice manpower with
minimum academic qualification so that authority can make those employees fit to the job as
desired through training and orientation with reasonable wages. They can . facilitate those
employees for futher qualifications based on the organizations’ need and interest. Otherwise
skilled manpower can not be produced overnight.

Demographic Transition Leading to Dividend

In order to significant global and national inventiveness and noticeable improvements in the
health sector death rate of Bangladesh has been decreased and simultaneously life expectancy
has been increasing gradually especially like other LDC and developing countries in the world.
This is the population shifting contribution leading to demographic transition. In this situation
usually fertility rate starts decreasing and started increasing population of working age
proportion in comparison to dependent age structure ideally less than 15 and people aged 65 and
over (Abusaleh, Kazi,2017)

Economic growth concerned the work force population. Work force depends upon a certain age
of population. The United Nations Population Fund explained this substance in an orderly way.
“The economic growth potential that can result from shifts of the population’s age structure,
mainly when the share of the working-age population (15-64) is larger than the non-working-age
share of the population (14 and younger, and 65 and older)” defined UNFPA . (UNFPA,
2014,p.15). On the other hand “John Ross” discoursed “the demographic dividend occurs when
a falling birth rate changes the age distribution so that fewer investments to meet the needs of the
youngest age groups and resources are released for investment in economic development and
family welfare” (Ross,John, 2004, p-01).

In future, the population size of working-age in the country would be declining gradually and
the country may not get this dividend again very shortly is an important factor to be measured
having divined.

Japan, China and many other countries have gained the demographic dividend to develop their
economies but in Bangladesh, things are different. Due to lack of proper planning in most of the
development economic issues it seems not in a good shape. In Bangladesh nevertheless
education, health, industrial investment, good governance in each sector, etc are going to plan
satisfactorily late socio-political stability and social safety are most important in this regard.
Effort have been made to manage things in sustainable manner .Although the apparent
development can not satisfy people due to unstable economic situations the country is now
trying to ensure economic stability so that no one can be frustrated in the society that leads to
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SDG target-1 which is not pessimistic . The country is also trying it level best to ensure social
security and financial savings too.

Success of the 2030 Agenda for Sustainable Development, which initiates that no one will be left
behind, is strongly bound to anticipating and planning for the effects of the demographic
transition that will unfold during the SDG period(Mason and Lee,2019). Bangladesh needs to
have a forward-looking policies by the new challenges to face demographic transition towards
achievement .

Aminul Haque, chairman of Department of Population Sciences, University of Dhaka, explained
in the way that a coordinated and well thought-out plan was required in four sectors , viz. quality
manpower export, expansion of private sector, and expansion of government sector, and
opportunity creation for the self entrepreneurship to get maximum dividends_Liton and Mollah

,2017).

Sustainable Development Goals(SDGs) and its achievement
What is Sustainable Development Goals(SDGSs)

After the success story of the MGDs 1990-2015 in September 2015, the General Assembly on
the United Nations adopted the 2030 Agenda for a peachful and reliable world that leads to
Sustainable Development . The Sustainable Development Goals (SDGs) has 17 agenda .
Building on the principle of “leaving no one behind”, the new Agenda emphasizes a holistic
approach to achieving sustainable development for all. This is what about SDGs.

SDGs the United Nations Innovation

Initiatives are taken by United Nations (UN) to step up economic development in demographic
transition to dividend period defining the prospects of future of a nations. That is why the trend
of the world population, as nearly one-third of the world population belongs to aged 10 and 24,
urged the global leaders to initiate SDG to define a common future .

Its a set of 17 point goals that formulated by United Nations in consultation with UN countries
over the world. Previously mentioned, there was a 15 year targeted goals articulated by the same
body for 1990-2015 which was called Millennium Development Goals or MGDs includes 15
points for development targets. Many countries including Bangladesh of UN umbrella fulfilled
almost all the targets of MDGs with satisfaction. MDGs has successfully focused world
attention to a broad-based development framework (Guillaumont, 2013).

After the expected success of the MDGs the General Assembly of the United Nations is
anticipated to assume a new set of goals for post-MDGs 2015, following an intergovernmental
negotiation process. Its a universal call to action to end poverty, protect the planet and ensure
that all people enjoy peace and prosperity. A new extended plan has been adopted with 17 points
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2030 agenda which is known as Sustainable Development Goals-SDGs stated earlier. The United
Nations leaders from 193 countries of the world came together to face the future. They
perceived frightening Famines, Drought, Wars, Plagues, Poverty, etc. not just in some faraway
places, but in their own cities and towns and villages too(UNDP-2017)

A number of initiatives outside the UN framework also worked to conceptualize the post-2015
development agenda. During the working sessions a number of proposals with regard to global
development agenda emerged following the MDGs initiative. The most noteworthy among those
propositions are came into being as Sustainable Development Goals or SDGs “which came
forward following the RIO+20.The SDGs reaffirmed the need to achieve sustainable
development by promoting economic development, social inclusion, environmental sustainability
and good governance. Virtually, the post-2015 development agenda is expected to be informed
by both the unfinished agenda of MDGs and these new initiatives”’(Commonwealth

Secretariat,2014).

SDGs 2030 Agenda: The 17 SDGs goals and target are stated below:

Goal

Target

Goal-1: No poverty

End poverty in all its form everywhere

Goal-2: Zero Huger

End hunger, achieve food security and improved nutrition and promote
sustainable agriculture

Goal-3: Good Health and well-being

Ensure healthy lives and promote well-being for all at all ages

Goal-4: Quality Education

Ensure inclusive and equitable quality education and promote lifelong
learning opportunities for all

Goal-5: Gender Equality

Achieve gender equality and empower all women and girls

Goal-6: Clean Water and Sanitation

Ensure availability and sustainable management of water and sanitation
for all

Goal-7: Affordable and Clean Energy

Ensure access to affordable, reliable, sustainable and modern energy for
all

Goal-8: Decent Work and Economic Growth

Promote sustained, inclusive and sustainable economic growth, full and
productive employment and decent work for all

Goal-9: Industry, Innovation and
Infrastructure

Build resilient infrastructure, promote inclusive and sustainable
industrialization and foster innovation

Goal-10: Reduced Inequality

Reduce inequality within and among countries

Goal-11: Sustainable cities and communities

Make cities and human settlements inclusive, safe, resilient and
sustainable

Goal-12: Responsible consumption and
production

Ensure sustainable consumption and production patterns

Goal-13: Climate Action

Take urgent action to combat climate change and its impacts?2

Goal-14: Life below water

Conserve and sustainably use the oceans, seas and marine resources for
sustainable development

Goal-15: Life on Land

Protect, restore and promote sustainable use of terrestrial ecosystems,
sustainably manage forests, combat desertification, and halt and reverse
land degradation and halt biodiversity loss

Goal-16: Peace and justice strong institution

Promote peaceful and inclusive societies for sustainable development,
provide access to justice for all and build effective, accountable and
inclusive institutions at all levels

Goal-17: Partnerships to achieve the goal

Strengthen the means of implementation and revitalize the Global
Partnership for Sustainable Development

Figure List of the UN Sustainable Development Goals (SDGs) and their targets
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Based on the goals and targets the United Nations further formulated some indicators named
“Global indicator framework for the Sustainable Development Goals and targets of the
2030) Agenda for Sustainable Development” (see UN General Assembly Resolution 68/261).
Every goal has many indicators. The UN documents regarding the indicators stated that ,”
Sustainable Development Goal indicators should be disaggregated, where relevant, by income,
sex, age, race, ethnicity, migratory status, disability and geographic location, or other
characteristics, in accordance with the Fundamental Principles of Official Statistics(UN,2018)

Role of Bangladesh to achieve SDGs

Bangladesh is in on the roadway and aware of the global activities for achieving SDGs in line
with partnership relations along with its individual programmes. The country needs to
emphasize the importance and potential of South-South Cooperation as an increasingly potent
feature of international cooperation for development . To tackle the challenges of 2030 i.e.SDGs
targeted period, Bangladesh needs to avail the opportunities. It is encouraging that Bangladesh
has been elected as Co-Chair of Global Partnership for Effective Development Cooperation
(GPEDC) in its second High-Level meeting held in Nairobi, Kenya on 28 November-
1December, 2016. Its main objective is to implement the universal and inter-related Sustainable
Development Goals (SDGs).

Facing the common Challenge issues

Collective action through the Global Partnership has driven stakeholders to improve the way
development co-operation is delivered, contributing to gains in effectiveness. The 2030 Agenda
calls for scaling up efforts to improve the effectiveness of development co-operation; action to
mobilize the transformative power of private resources to deliver on sustainable development;
and for enhanced exchanges between constituencies engaged in North-South, South-South and
triangular co-operation to promote knowledge sharing” (Government of Bangladesh. Ministry of
Planning,GED,2016).

Some events of vulnerabilities due to climate change like flood, drought, desertification, water
logging, salinity interruption, tidal surge, uncertain rainfall, land degradation, extreme
temperatures, incidence of new pathogen and diseases are appearing with serious threats to
sustainable development efforts. The achievements in other areas of SDGs will be disfigured if
the potential threats of climate change are not addressed properly. Beside local programmes
country needs to have cooperation with development partner countries and agencies. South South
Cooperation of United Nations (UNOSSC) may be sought for concrete and flexible global
framework for South-South and Triangular cooperation to meet common problems to be solved
and achieved the SDGs as well.

Steps taken by Bangladesh Government to achieve SDGs
Bangladesh government prepared a mapping document describing the goals with its

implementing process of action. The office of the Hon’ble Prime Minister, has formed an inter-
ministerial committee, called “SDG Monitoring and Implementation Committee”. The
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committee includes 16 key implementing ministries including Planning Commission (General
Eonomic Division). Under the supervision of this committee all the ministries/divisions were
consulted several times to prepare this mapping document. All the ministries/divisions were
agreed upon in delineating their jurisdiction, which was influenced by the Allocation of Business
of the Government, to implement and achieve their respective targets .

A Monitoring and Evaluation (M&E) Framework would be prepared following the Action Plan
for SDGs implementation.

The estimation for additional resources required to implement the Sustainable Development
Agenda is under assessment. A full-fledged needs assessment and costing of attaining SDGs by
2030 will be prepared soon. To have a complete mapping of the ministries/divisions by SDGs
targets, procedure is being initiated to ensure private sector involvement in SDGs
implementation. Development Partners of Bangladesh have also been requested to align their
Country Strategies within the framework of the SDGs targets relevant and line up for Bangladesh
according to 7th Five Year Plan ,2016-20121.Thematic and goal wise consultation with
stakeholders from private sector along with Development Partners at a large scale will also be
carried over regarding Action Plan and Monitoring Framework(Government of Bangladesh.
Ministry of Planning,GED,2016)

The Handbook has given a ministry wise targeted plan for implementation to achieve SDGs.The
points indicated in the handbook are action oriented. Under every goal of 2030 the handbook
identified the actions based on following step that can be seen in a table as follows(Government
of Bangladesh. Ministry of Planning,GED,2016).

Sustainable Lead Associate Actionsto | Actions to List of Proposed Rema
development | Ministries/ | Ministries/ | achieve achieve existing global rks
goal and Divisions Division SDG target policy indicators for
associated target beyond 7" | instrument( | performance

target during 7" | FYP Act/policies/ | measurments

five year period(202 | strategies,et
plan(2016- | 1--2030) c.)
2020)

How SDGs and DD relate to KM

Knowledge management(KM), Sustainable development goals(SDGs) and Demographic
Dividend (DD) are closely related with each other . We believe , nothing can be achieved
without knowledge and its application where management is concerned, Sustainable
Development Goals is the outcome of UN based on research and knowledge cultivation and
demographic dividend is the coincidental natural opportunity and prospect of Bangladesh of the
moment the SDGs are formulated for global development in view of partnership cooperation for
economic progress when Bangladesh is being graduated to a middle income country from LDCs.
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Bearing in mind this relations may be designed by some parameters as follows for economic as
well as industrial and technological development of Bangladesh:

Parameter identified

KM

SDGs

DD

Strategic Planning

Knowledge for basic information and

Need to know SDGs in
details available in
knowledge centre

Gaining knowledge,
understanding SDGs ,
find potentialities of
Demographic Dividend

Economic
growth(rate and
increasing situation)

Researchers, policy makers, decision
givers are the end users of processed
information that needs management of
knowledge. It links between SDGs
target indicators and position of DD.

Need to go through the
SDG target points and
report to the authority
concerned of the
Government .

Processed Knowledge is
required for assessing
demographic dividend

Startup Economy

Study and cultivation of knowledge is
required. The early stage startups
expect specialised and experienced
technical support for measuring
calculative risk to overcome and to
build a sustainable plan (Sagiful Alam
and Sanjida Akhter,2017) Fostering
knowledge to make somebody
innovate and get ready for SDGs
achievement.

For Sustainable
development and growth
can be achieved by startups
ecosystem that includes
creation of sustenance
nurtured organization that
relates knowledge for
fulfilling the target.

So long the manpower
is concerned for every
action for development
demographic dividend is
the most importantly
measured. It will not see
the day light without
proper information or
knowledge

Sector wise
development
(infrastructure,
energy, etc. 6 sectors)

Ned to know detailed plan of actions
for SDGs implementation by the
competent authority.

A handbook for Targeting
the implementation of
SDGs aligning with 7th
Five Year Plan (2016-20)
has already been prepared
and printed by the
Government of Bangladesh
for strategic development
detailing action oriented
programmes.

It needs continuous
preservation to
understand the
possibility through
gaining Explicit
knowledge

Economic Diplomacy
(foreign aid gaining

It can be can arranged and
disseminated by knowledge

Country needs to identify
sectors and indicators for

Based on KM activities
and SDGs information

strategy,etc.) management for sharing and gaining foreign resources. | will make sure he
synchronizing Economic Relations progress of DD.
Division already made a
strategic planning in this
regard.
Technical Provide current Knowledge The updated and SDGs and DD of

cooperation

information and communication
technological supports is required for
indulgent any other issues.KM is the
source.

chronological activities
need to know to achieve
SDGs targets . KM
relations is the best suit to
manage things well.

Bangladesh will depend
upon the KM
programme of action in
line with relvant and
correct information
vaiability. This leads to
technical cooperation for
achievement
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Based on the conviction that “knowledge is a valuable core asset of its organizations and its best
comparative advantage.” United Nations system organizations in their attempt to systematically
and efficiently develop, organize, share and integrate knowledge to achieve their cross-cutting
goals.” Three characteristics of knowledge make KM critical to improving the effectiveness of
the UN system, and particularly organizations concerned with development: 1. Knowledge is
needed to improve professional competency. 2. Experiential knowledge is as important as expert
knowledge 3. Knowledge is measured in person-years.

Knowledge and Knowledge Management:

Knowledge is a catalyst — an indispensable ingredient in all human progress and development. (
Cummings, Sarah, 2017) Unfortunately it did not get a room in the SDGs topics at the
beginning. As governments, civil society, businesses and researchers are engaging in
understanding and achieving the 2030 Agenda for Sustainable Development, and its 17
Sustainable Development Goals, the SDG Fund is proud to launch an online repository to fill an
important gap: creating an online platform for publications with accessible content related to the
SDGs.

Knowledge Management rationale for SDGs and DD

Knowledge Management ( KM )strategy for SDGs is to ensure that generated knowledge and
innovations for multicounty approach, aimed to regional localization efforts are properly
documented, analyzed and widely disseminated for application and replication. The key elements
of the KM strategy therefore consist of: knowledge capture and development, as a means of
collecting lessons learned to serve as a basis for further investigation, analysis and
documentation. knowledge sharing and dissemination, including the sharing of lessons learned
aimed at ensuring that the experiences and lessons of the localization efforts are carried over to
future development initiatives in the SDG focus (Abebe, Jack,2018?) As the SDGs demand
knowledge DD also needs knowledge to achieve similarly.

Knowledge and its usability

Every organization generates and accumulates enormous quantity of knowledge relating to their
own functions. They have to acquire different types of knowledge from outsources too. It stands
to reason for every organizations and person to be effective and made useful for their own
survival in the society. Naturally this knowledge needs to be shared for their effective
functioning. Sharing knowledge increases its quality and way out utility. It can be possible by a
strong knowledge management process. Unfortunately there are a few example of effective
knowledge management in organizations. If knowledge is what one knows, then knowledge
management (KM) is expeditiously getting what you know to the person who needs to know it
(Glovinsky, Steve ,2017).
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In one sense knowledge is nothing but a collection of information, meaningful context, useful
understanding and skills that someone gains through education or experience(Oxford
Dictionary-2010). It may be physical, logical or mathematical and social. On the other hand
information is data that have been put into a meaningful and useful context communicated to a
recipient to make decision(Bradford) leads to knowledge.

Knowledge Management and Development

The World Development Report 1989-99 has given an effective definition and justification of
Knowledge relating its management that communicates development and human basic need for
maintaining standard of living . It says, “knowledge is critical for development, because
everything we do depends on knowledge. Simply to live, we must transform the resources we
have into the things we need, and that takes knowledge. And if we want to live better tomorrow
than today, if we want to raise our living standards as a household or as a country—and improve
our health, better educate our children, and preserve our common environment—we must do
more than simply transform more resources, for resources are scarce. We must use those
resources in ways that generate ever-higher returns to our efforts and investments. That, too,
takes knowledge, and in ever-greater proportion to our resources” (World Dev. Report-1989-99)
Human resource development is associated with this statement. Here we can also see the
relations between SDGs achievement for attainment of Demographic Dividend in Bangladesh.
The country acquires a natural position by receiving a young age bonus demographically. But by
effective and useful planning only can achieve this extra opportunity. Taking into consideration
that every development needs knowledge and its cultivation. Knowledge management is a
process to cultivate knowledge for making it available for use. Its stand to reason that without
processing nothing can be used appropriately. Use of appropriation means right information and
knowledge at the right time for making right decision for development is like use of right
medicine to right patient at the right time. Otherwise as development might have been disrupted
the patient might not be survived. Everybody knows, the world is full of alternatives . But
knowledge does not have any. For enlighten peoples’ live there is no alternative of knowledge.
More important is management of knowledge for end users by processing mechanism by
appropriate professionals. Knowledge management is more important than knowledge gathering
and pooling . It needs to put into a process for making available. Without availability and
practicality knowledge values like a dump hay stake. When a knowledge is not worthwhile
development, life standard and all other activities and necessities in life are less worthy almost
value less.

Consequently, we may consider good management . Parenthetically, as Rockefeller says, good
management consists in showing average people how to do the work of superior people

Knowledge Management (KM) Cycle

When a knowledge management cycle is considered for development information can not be
overlooked . On the other way round information come into being by data. Considering a
sustainable development when a strategic planning is measured data ,information and
knowledge are equally taken into account. It can be supposed where Information Management
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ends the Knowledge Management starts. We can look at the following figure as per ECK Cheng
model that may give a relevant vibrant feature about KM:

A

Strategic Planning for
Sustainable Development

Management Training
and and Staff Support Staff
organization Learning Achievement

Figure. The way data converted into knowledge for development and decision making.

Cheng Indicated by his knowledge management model, how assimilation and collection of data
and information transferred into knowledge and how they share it (Cheng,ECK,2015). Data and
information are collected from internal and external sources for the organization. With the
activities of staff concerned they achieve knowledge and support the organization for
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development. These things are happen in a regular way by knowledge management
accomplishments. Any kind of strategic or uncalculated planning requires knowledge.
Strategic planning formulation is usually expected managed knowledge for any sustainable
development rather than unplanned strategy. So, knowledge is obvious in this connection.
Without professional planned Knowledge management a fruitful strategy can not be formulated
for development sustainability.

Think tank for Knowledge cultivation

Making virtuous decisions every organization needs to have a think tank for their research and
development towards healthier operation. A think tank can make it possible to provide current
beneficial information to make a correct decision. Policy makers must have profound
thinking for analysis information to make decision. But they don’t have much time to innovate
things and deep thought for their constraint of time. They need to analyze information, date ,etc,
for better understanding on any substance . Without better understanding decision may not be a
healthier one. A knowledge comes into effect for any purposeful work with a vessel of
information and data. A worthy conversant man always go through enormous number of
information and data for his work done effective and expedient. A think tank in an organization
usually has to think of the organization’s wellbeing so that policy makers can take an effective
and valuable decision. Keeping in mind that decision maker and policy makers are the end users
of knowledge and they require finished product. That demands processing. For the same reason,
it has to collect , analyze, communicate, reorganize and synthesize information to convert it into
knowledge. In this regard in a report made by United Nations emphasized the knowledge and
knowledge management for effective policy making . Points to ponder generated by peoples who
usually involved with research and development . The report says, the role of think tank is to
provide policymakers with the deep analyses that their staff do not have the time for, so that they
can make better informed policy decisions(UNDS,2017).

Knowledge-Information-Data relations for knowledge
management

Information is data that have been put into a meaningful and useful context communicated to a
recipient to make decision(Bradford,). In the above chapter it was tried to make understand the
need of information and knowledge for decision making procedure. When information is further
processed and/or used we treat it as knowledge. Information containing perception is known as
knowledge.

When we talk about knowledge we notice two basic terms-tacit and explicit knowledge.

» Tacit knowledge is such a kind that we usually can not transfer to another person by
means of writing it down or expressing verbally or speaking it out. It’s a matter of
something that has an explicit power to make things possible. It’s a particular challenge
for knowledge management. This Knowledge gained from personal experience that is
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more difficult to express. Its exists in the peoples’ head. Nobody can touch it. Its
uncodified knowledge.

» Explicit Knowledge: Knowledge that is easy to articulate, write down, and share. It
might have an physical existence. By touching a paper, computer, watching television we
can gain this knowledge. By thinking a matter we can easily write it down if desires and
can easily transfer to others physically unlike tacit knowledge. Through processing,
organizing , making structure, and interpretation of data is explicit knowledge. Its a
codified knowledge

» Implicit Knowledge: In addition to the above two types there is an other type of
knowledge is known as Implicit Knowledge. The application of explicit knowledge is
called implicit knowledge . Skills when transfer from one job to another is an example
of implicit knowledge. For example , in an organization we usually ask someone how to
do a particular work by his or her team. This stimulates a talk about the array of options
to perform. The person educates by the implicit knowledge with the conversation of how
to do that. The best practices and skills that are transferable from job to job
(Bloomfire,2018)

The following figure may give a clear feature of various knowledge types for use:

Non-
Conventional
Source/

knowledge

Meta Data
/knowledge

Various types

Conventional

Source/ of Network :
knowledge manual and
electronic

Knowledge

Tacit knowledge

Implicit knowledge
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Since knowledge identified as a core ingredient for sustainable development planning knowledge
management is found crucial . In a knowledge management cycle the process screening
importance may be revealed as under :

Foreign source/ local
source of information
and data / knowledge

Identification W
Dissemination

m Conversion into usable form

Figure how data and information become usable and useful as knowledge.

Conclusion

The Sustainable Development Goals (SDGs) are a universal call to action to end poverty, protect
the planet and ensure that all people enjoy peace and prosperity .SDGs isa UN extract of
development framework in consultation with all UN countries of the world. It was formulated
for a better world to live peacefully facing climate change challenge by ensuring basic
requirements in all respect. Bangladesh is at the population transition period that gives a benefit
by its enormous number of present workforce aged 24-65. This workforce opportunity leads to
achieve demographic dividend for the country. This opportunity does not come frequently for a
nation. Once it appears will may not appear in next 100 years. Coincidentally SDGs have been
formulated by United Nations. Knowledge found an indispensible element to coordinate,
manage and achieve any kind of development. A country’s national development is more related
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to

knowledge sharing and dissemination . It stands to reason, achieving Demographic Dividend-

DD and Sustainable Development Goals- SDGs knowledge management can not be overlooked
in any way. Nurturing knowledge by it professional management achievement of demographic
dividend and fulfillment of SDGs targets can be made possible .
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Abstract

The digital contents for some specific domains like Election Commission do have specific types
of data which can be descriptive, audio, visual and video. These contents may be contents
created by Commission Offices, contents taken from legal domain, contents taken from social
domain, contents taken from basic data bases such as electoral rolls, contents from Election
Management Bodies, instructions issued from time to time, manuals and compendiums created
for sub-domains, publication and broadcast data by media pertaining to elections, election
planning related information or voter education and broadcast information. The collection of all
these contents may not be difficult but the organising factor of these contents is complex,
particularly if it is to be used as knowledge base for organisations. Library science practices such
as creation of metadata and indexing may not be enough because of many reasons such as
multilingualism of data, which is cross section of many domains, perception of the content, need
of multi-domain terminology and glossary, which may include Named Entities, Noun Phrases
and Verb Phrases. The fact that content is multilingual, the need of multilingual WordNet and
relating terms in one language with those in other languages along with its grammatical
characteristics, becomes a dire necessity. These are enough reasons to infer that a specific system
of metadata creation and organization is needed to manage contents. The proposed system frame
work is centred around NLP (Natural Language Processing), NER (Named Entity Recognition)
and KE (Knowledge Engineering) processes. The interface to the user is proposed directly as a
simple search or through query processing. The query processing module itself is proposed to be
added with some knowledge base to resolve context of the query for handling the semantics.
Administrative metadata provides structured indexing search, descriptive metadata helps context
resolution and structural metadata provides depth of the results of the end result. To handle
multiple languages, with context stitched, multilingual WordNet is proposed. For organising the
knowledge, terminology extraction, formulation of glossary, identification of key words and
identification of named entity is used. This paper also tries to identify some processes and
techniques to befit the framework for election domain.
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Introduction

Metadata

Digital library contents can be textual, audio and video all together. It is different from physical
storage of contents in libraries, where each component is itemized as physical unit and indexing
is done for “locating” the content needed by the user. In digital storage however, naming files
and folders to hold the content and attaching metadata to these files system is required, so that IT
system itself can help searching the needful to users. The metadata in this context crosses its
classic definition of ‘data about data’. It has to be machine understandable information to
identify, locate and or describe web resources holding the desired content (Baldonado et al.
1997). It is different from card catalogue system used in physical libraries. Such cards containing
the title of the book, subject of the book, author, date of publication, pages of the book etc is the
metadata (such as MARC 21) with set of rules (such as AACR2), which may include
bibliographic information, perhaps is enough for physical library. For having a set of
conventions to enable exchange of metadata between and with machines, Dublin Core has the
potential of being adapted as an international standard for resource description and discovery,
partly because of the simplicity. In recent IT mechanism developed for digital libraries data
association with objects gained importance, which relives potential users to get the full
knowledge of their existence and/or characteristics a priori. In other words, standard
bibliographic information summaries, indexing terms and abstracts are all surrogates for the
original material. Information about authenticity, availability and accessibility, digital signature,
copyright, reproduction, etc is also metadata (Baldonado et al. 1997). Metadata describes the
attributes of information bearing object document, data set, database, image, artificial, collection
etc as well. Three features of metadata viz.

» Content relates to what the object contains or is about, and is intrinsic to an information
object,

» Context indicates who, what, why, where, how aspects associated with the objects creation
and is extrinsic to an information object,

»  Structure relates to the formal set of associations within or among individual information
objects and can be intrinsic or extrinsic, are used for all three types i.e. Administrative
Metadata (information to manage to resource), Descriptive Metadata ( e.g. title, abstract,
author etc) and Structural Metadata (Necessary internal structure information of an item for
using it at the time of rendering).

With increasing multimodal digital contents and objects, conventional information such as
author, producer, title, subject, and abstract, metadata creation is not enough for data description,
data browsing, data transfer and other aspects of digital resource management, for the need of
increasing accessibility, interoperability, pieces wise information through besides Copy Right
management and preservation. Dublin Core is found to be widely acceptable metadata standard
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describing categories of networked electronic object. It was developed jointly by OCLC and
NCSA (National Centre of Supercomputing Application) and the conceptual framework was
developed in the March 1995 workshop sponsored by the OCLC and NCSA to advance the state
of the art in the development of metadata records for networked information resources. DCME
(Dublin Core Metadata Elements) set includes Title, Creator Subject, Description, Publisher,
Contributor, Date, Type, Format, Identifier, Source, Language Relation, Coverage and Rights.

Terminology, Glossary and Keywords

The terminology is list of words (with or without definition or meaning) from a specific domain.
These terminology words would have high occurrence frequency in almost all contents
created/developed for that domain, because of which presence of such words helps identification
of the domain many times. For example, when terms like debit or credit appear, it gives feel of
finance domain. Likewise, poll, election, canvass, leader etc are terms in election domain,
whereas glossary means set of words with clear meaning or definition arranged in order. Such
meanings are specific, in spite of having many meanings or definitions for these words in the
dictionary. Domains are characterised by glossaries too, but the richness of the domain depends
upon the quality of glossary words and phrases (Lagoze et al. 2006). Election domain too has
large amount of terms, words and phrases e.g. Poll, Poll Day, Model Code Conduct, Counting
Day, Due Constitution, etc. However often terminology and glossary for election domain cannot
be restricted since, fundamentally, election domain itself is a mix of multiple domains.
Therefore, the terminology and glossary of those domains equally applies in election domain too.
E.g. deposits, income, expenditure, observers are terms of different domain but occur in election
domain too. Keywords are words (or group of words) having higher frequency of occurrence, or
having very unique meaning, which is totally different from literal meaning e.g. Model Code of
Conduct, Star Campaigners, etc.

Multilingual Dictionaries

India is culturally and language-wise a very diverse country. Therefore, bilingual dictionaries for
Election Domain are not as much effective as multilingual dictionaries. Multilingual dictionary is
dictionary of meanings on multiple languages for a single word in the source language, on which
sets are organised alphabetically (Shukla et al. 2004). Bilingual dictionaries can be seen as set of
two dictionaries, in which source and object languages are interchanged. However, for
multilingual dictionary it is very difficult to have such advantage. Also, the dictionary always
presents grammatical reference, such as noun, verb, adjective, adverb and pronunciation of the
word. For multilingual dictionary, this fact itself is a very big challenge, since the source word

may be noun, but all meaning words may not be noun, but other factors as well. E.g. ‘33’ in

Hindi is a verb, where as in Marathi it is a noun. The grammatical nature of the word plays very
major role. Verbs are gender, number and person specific, since based on this information

suffixes are identified. For example, ‘Come’ reformed to ‘coming’ translates to ‘311S” or 3T,
based on gender. Besides this for Indian language honorific representations makes important
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mark. For example, for a sentence ‘my son /daughter came’ translation would be ¢ FIT SCI/scr

3-TI'<’3IT/3-TI'$(‘>". But ‘My father came’ translates to ‘HX fdTSiT 3™ ( Not 37T°) (Shukla et al.

2011). One good example of glossary term is ‘Model Code Conduct’. In the library science
jargon, Glossaries are treated as unique terms. It is effective for monolingual context. But in bi or
multilingual context it cannot be restricted to have singular specific representation as per
definition. One has to take into account language and grammar context too.

WordNet and Multilingual WordNet

Schedule

Schedule

List

Table

Schedule

Planning

Figure 1. WordNet Example for ‘schedule’

By definition, words are nouns, verbs, adjectives, adverbs and particles. The language
dictionaries describe a word as one of the above, but not necessarily singular. Word could be
noun as well as adjective or verb or adverb. Further, by adding suffices noun could be converted
to adjective or adverb. This characteristic makes language as natural language (it is not so for
computer or machine languages) and therefore MT (Machine Translation) Systems become more
complex. For example, a noun when translated in another language may change its nature.
Multilingual dictionaries therefore may not be fully covering all these features. Therefore, use of
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multilingual dictionaries in MT may not be enough. This fact asks for another tool such as
WordNet. For digital libraries, if search is expected to produce useful outcome from multilingual
content, then from dictionaries, translation is needed to provide meaning of the keyword in that
language. If words change their nature e.g. from noun to verb, then search engine would need
that knowledge as well. It can be provided by setting some rules, but alternative solution of use
of WordNet is proposed in this paper. The graph is generated for set of words and their
translations in another language. The meanings of words are also checked for their nature and
then they are reverse translated in source language, causing a graph to appear, where links of the
graph are qualified by transition of the word. E.g. The word ‘Schedule’ is noun as well as verb in

English, having meaning in Hindi as “@TROM” as noun and ‘@TehT AT as verb. When you take
Hindi word “@TROM” and reverse translate in English, it would also be ‘List’ or ‘Table’.

Similarly, if “TerT §=ITAAT” is translated back in English it would be ‘Planning or Architecting or

Tabulating’ depending upon the context it is used in. Therefore, the WordNet representation for
‘Schedule’ would be as shown in Fig 1.

Named Entity and its extraction issues

Entities in text such as date, time, location, quantities, names, products, proper nouns etc are
named entities. Recognizing these names in the text or audio digital data is required, so that their
respective linkages in other languages would have one-to-one relationship (Silvello 2008). For
example, names of persons or places do not have alternative meanings but relates singularly with
each other. Use of named entities in the text or audio is very important feature of the knowledge
in that data. Entities may be named entities but may also be general word in the dictionary. For
example, word ‘Sky’ may be used to create named entity as ‘Mr. Sky’ or ‘Washington’ may
relate to ‘George Washington’. It is the semantic or the context of this word which decides if
these entities are general word (which needs to be translated) or Named Entities (which are
required to be transliterated not translated). All named entities are general words but vice versa is
not true. To make knowledge radiate out of words or sets of words (phrasals), content creators
use innovative techniques. Such innovation is often done while domain gets created and these
words become specific entities of that domain in due course of time. For example, Poll Day,
EVM (Electronic VVoting Machine) counting, VVPAT (Voter Verification Paper Audit Trail)
counting in election domain do have specific meaning. For the digital content of such specific
domain, named entities need to be identified and added as knowledge base to search engine, to
make it intelligent enough for resulting in most proper results in search. Merely metadata, key
words or indexing may not be enough. Before adding newly created content to the digital library
of the domain, NER tool needs to be used to identify, mark and index them before adding to the
library. Many NER software tools exist but they are for monolingual content. Election domain in
India is multilingual. The content in one language often is not merely translated, but good
amount of trans-creation is used for making it available in all major Indian languages. Therefore,
NER tools also need to be supported by multilingual WordNet. The named entity, like a single
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word, does have a need of getting affected by gender, person and suffix requirement. Therefore,
the role of MA (Morph Analyser) also becomes important.

Parsers, Shallow Parsers and Morph analysers

Parsing a sentence is required to capture the grammatical structure and semantics, for radiating
the meaningful knowledge out of it. Shallow parsers are required to have a capacity of
understanding missing words in partial sentences. ‘Welcome’ is not a word but partial sentence.

Merely translating it to ‘FaT9Td” in Hindi would not be sufficient. It should be “3TIehT TARTT &

Morph analysers are useful in capturing semantic from the syntax and placement of the words in
the sentence (Shukla et al. 2011). Also, MA can find GNP (Gender Number Person) information
of each word. Complete knowledge of morph analysis is required for context resolution in
translation. So, it is required for effective search and knowledge representation in Digital
Library.

However, in this paper Parsers and Morph analyser is quoted for their use in Query processing
module. Simple QA (Question Answer) modules of general domain may not be enough for
multilingual multimodal domain content. If QA is presented with a question ‘What is EVM
Counting?’ and if QA does not know — what’s ‘EVM” - Is it Named Entity? - Is it singular or
plural? - Is it male or female? - Is it a numbering system?( like Decimal or binary) - Is it a
counting EVM? - etc, then QA may not be able to parse it properly leading to correct answer
which is ‘Counting of Votes in the machine which is called through its acronym as EVM and has
long form as Electronic Voting Machine’.

The Frame Work

The system frame work proposed is shown in Fig 2, with central block as the Digital Library
which contains Text material, Books, Audio files and Video files. To add content to it, the new
entity of any type to be added first has to pass through ‘Engine’ which is meant for creating
necessary information using NLP tools with manual guidance. Once the necessary information
such as Metadata, Terminology, Glossary, Named Entity, etc are identified from the content,
they are to be searched in the already available list and if not found then accordingly the lists are
updated. Then, necessary indexing for text material, marking on audio and video files with
respect to appropriate run time (seconds, minutes and hours) is done and then only it is added to
the library (Sheth 1999). This ensures that all the contents in library are appropriately added with
due tagging.
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Figure2. Proposed Framework

Digital Library
of Other EMBs

The architecture of Engine is as shown in Fig 3. The interface is manual or can be made semi-
automatic with shell scripts written based on the overall pattern of the Digital Library, its domain
and expected service being provided to anticipated class of user. For extraction of Names
Entities various free ware tools available can be used. But mostly such tools are not available for
Indian languages. Some of them could be found at www.tdil-dc.in. Based on the nature and

domain of the library these tools need to be modified a bit before using them. It is not difficult
because for specific domain mostly named entity lists are available which can be used as
dictionary in the tool. Same is the case of terminology and n-gram extraction tools. The task
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more involved is creation of multilingual dictionary. For domain such as election where 14 major
Indian languages are used, the separate frame work for multi-lingual dictionary can be easily
proposed by be-fitting existing dictionaries, for the reason that mostly words in Indian languages
being all phonetic in nature, have same GNP. Of course some exceptions are also there e;g.

‘37%” in Hindi is feminine verb but in Marathi it is noun. But these can also be easily handled

because the source language is assumed to be English and all sets of English to an Indian
language are to be put under interface shell script, which is to be put in interface layer.

I NT E R F A C E

Terminology
Extraction

Multilingual
Dictionary

<
<

Shallow
Parser

PARSING INDEX
GRAMMAR
DB
KB LEX RESOURCE WORDNET
7'}

7y \/
Tagged Text NE/KE
Metadata.\ ) Term/Glossary
Term/Glossary Dictionary Phrases

Keywords

Figure 3. Architecture of the Engine
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Once interface of the Engine provides the data to be added to library, with the help of tools
intermittent information in XML form can be provided to software tools for parsing, indexing,
forming lexical resource and word-net. The congruent outputs from these exercises carried out
with these tools can be put in two categories as KB (Knowledge Base) and DB (Data Base), as
shown in the Fig 2. The information available in KB and DB proves very handy to the search
engine, which accepts query from the user and with the help of Index search in the content of the
library. Since the KB, DB, Metadata, Terminology, Glossary, NE, WordNet etc. all are available
it makes search engine intelligent enough. Also, a very simple Query processor can handle WH
type of queries (queries with what, when, how, etc.) and produce quality results.

As an example, Fig 4 shows a complete process of enrolment of Indian citizen to the official
Electoral Roll through which only he derives right to vote. The process is bound by Legality of
Constitutional frame work and is to be carried by officer designate only. Citizens enrolled are
known as Electors, who can be General Elector, Overseas Elector or Service Elector. Citizens
resident can enrol in the electoral Roll of the Constituency marked by Delimitation Commission
which decides spatial area. Non Resident Indians can enrol themselves as Overseas Electors and
service men working in entities created under Arms Act ( such as Indian Army, Navy, Air Force,
Coast Guard, CRPF, CISF, NSG etc) and Government Officers/Staff working outside India in
Embassies can enrol themselves as Service Voters, who are given provision of Postal Ballots or
permitted them to appoint Proxy Voter to vote in polling station designated by proxy. There are
Legal Forms (Form 6, 6A, 